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Preface

As the world is increasingly interconnected,
everyone shares the responsibility of Securing Cyberspace and
Security is always excessive until it is not enough.

- Anonymous

This book is intended to teach you about the most important security controls 
for your most important assets quickly and correctly, whether you’re a security 
professional who is somewhat new to the cloud, or an architect or developer with 
security responsibilities.

Cloud computing is the third wave of the digital revolution and it is actually a 
spectrum of things complementing one another, building on a foundation of sharing. 
Cloud computing enables simplified functionality of platforms and infrastructure 
used in IT-enabled industries, so that the end-users can consume what and when they 
want and pay only for the service they use. Cloud computing can be characterized 
as Internet-based computing in which many remote networked servers facilitate 
shared data-processing ventures, centralized storage, and access to services or 
resources online. With the advent of business process outsourcing of IT and 
IT-enabled services, cloud computing has gained significant commercial interest. 
Inherent dualities in the cloud computing phenomenon are spawning divergent 
strategies for cloud computing success. The public cloud, hybrid clouds, and private 
clouds now dot the landscape of IT based solutions. Cloud computing allows for both 
large and small organizations to have the opportunity to use Internet-based services 
so that they can reduce start-up costs, lower capital expenditures, use services on 
a pay-as-you-use basis, access applications only as needed, and quickly reduce or 
increase capacities. However, these benefits are accompanied by a myriad of security 
issues, and this valuable book tackles the most common security challenges that 
cloud computing faces. In almost all organizations, security has to fight for time and 
funding, and it often takes a back seat to implementing features and functions. While 
many of the security controls and principles are similar in cloud and on-premises 
environments, there are some important practical differences. As the title states, 
this book is a comprehensive guide to secure your cloud environments. 

I would like to convey our appreciation to all contributors including the accepted 
chapters’ authors. I owe special thanks to Ms. Mia Vulovic, Author Service Manager and 
Ms. Klara Mestrovic, Commissioning Editor, IntechOpen, London, UK for their kind 
support and great efforts in bringing the book to fruition. In addition, I also appreciate 
all those who worked in the background and have assisted in formatting the book.

Dr. Dinesh G. Harkut
Dean and Associate Professor,

Department of Computer Science and Engineering,
Prof. Ram Mehge College of Engineering and Management,

Badnera-Amravati, Maharashtra, India
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Chapter 1

Introductory Chapter: Cloud 
Computing Security Challenges
Dinesh G. Harkut

1. Introduction

Cloud Computing is currently one of the hottest topics in computing and infor-
mation technology (IT). The term “Cloud Computing” does not represent a host of 
new technologies, rather these technologies are combined and effectively upgraded 
so that they enable new IT services and new business models.

Cloud computing is a technology paradigm that is offering useful services 
to consumers. Cloud Computing has the long-term potential to change the way 
information technology is provided and used. The entire cloud ecosystem consists 
of majorly four different entities which plays vital role to fulfill the requirements of 
all the stake holders. The role played by each individual depends on their position in 
the market and their business strategy. These most prominent entities in the cloud 
ecosystem are:

• Cloud Service Provider: it provides cloud services available to cater the 
needs of different users from different domain by acquiring and managing the 
computing resources both hardware and software and arranging for networked 
access to the cloud customers.

• Cloud Integrator: the facilitators, one who identify, customize and integrate 
the cloud services as per the requirement and in accordance with the custom-
ers’ needs. It plays the important role of matchmaking and negotiating the 
relationship between the consumer and producer of the services.

• Cloud Carrier: it is an intermediary which facilitates the connectivity and 
takes the cloud services at the doorsteps of end-user by providing access 
through different network access and devices.

• Cloud Customer: the actual user of services extended by the service provider 
which may be an individuals or organizations which in turn may have their 
own end-users like employees or other customers.

2. Types of service models

Cloud service providers harness the benefit of huge computing resources span 
over large geographical area to provide seamless, efficient and reliable services to 
customers at marginal price. The computing resource deployed over the Internet 
comprises hardware and application software and OS used in virtualization, storage 
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and compute purposes. There are basically three different service models (Figure 1) 
of offering high-volume low-cost services to the end user:

• Software as a Service (SaaS)

• Platform as a Service (PaaS)

• Infrastructure as a Service (IaaS)

2.1 Software as a service (SaaS)

In this model, various applications are hosted by a cloud service provider and 
publicized to the customers over internet, wherein end user can access the software 
using thin client through web browsers. Here all the software and relevant data are 
hosted centrally on the cloud server. CRM, Office Suite, Email, Games, Contact 
Data Management, Financial Accounting, Text Processing etc. are typically falls 
under this category.

2.2 Platform as a service (PaaS)

A PaaS is typically is a programming platform for developers. This platform 
facilitates the ecosystem for the programmers/developers to create, test, run and 
manage the applications. It thus provides the access to the runtime environment 
for application development and deployment tools. Here developer does not have 
any access to underlying layers of OS and Hardware, but simply can run and deploy 
their own applications. Microsoft Azure, Salesforce and Google App Engine are 
some of the typical examples of PaaS.

2.3 Infrastructure as a service (IaaS)

IaaS facilitates availability of the IT resources such as server, processing power, 
data storage and networks as an on demand service. Here user of this service can 
dynamically choose a CPU, memory storage configuration according to needs. A 
cloud user buys these virtualized and standardized services as and when required. 

Figure 1. 
Cloud service model.
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For example, a cloud customer can rent server time, working memory and data stor-
age and have an operating system run on top with applications of their own choice.

3. Types of deployments

Furthermore, these services can be deployed into Public Clouds, Private Clouds 
or Hybrid Clouds; each has its own advantages and disadvantages.

3.1 Public cloud

In the Public Cloud delivery mode, all the physical infrastructure are owned by 
the provider of the services which were provided off-site over the Internet hosted 
at cloud vendor’s premises. Here the customer has no control and limited visibility 
over where the service is hosted as all these massive hardware installations are 
distributed throughout the country or across the globe seamlessly. This massive 
size enables economies of scale that permit maximum scalability to meet varying 
requirements of different customers and thus provides greatest level of efficiency, 
maximum reliability through shared resources but with rider cost of added 
vulnerability.

3.2 Private cloud

In case of Private Cloud mode, entire infrastructure is owned, managed and 
operated exclusively by the organization or by a third-party vendor or both together 
and is hosted on the organization premise using virtualization layer. It also facili-
tates flexibility, scalability, provisioning, automation and monitoring and thus 
offers the greatest level of control, configurability support, high availability or fault 
tolerant solutions and advanced security which is missing in public cloud. Basically, 
very concept of private clouds is driven by concerns around security and keeping 
assets within the firewall which results it to significantly more expensive with typi-
cally modest economies of scale.

3.3 Hybrid cloud

As name suggest, Hybrid Cloud includes a variety of product mix from both 
Public and Private Cloud options sourced from multiple providers at added cost 
to keep track of multiple different security platforms by ensuring all aspects of 
business to communicate with each other seamlessly. In case of Hybrid approach, 
operational flexibility, scalability, efficiency and security are properly balanced 
by hosting mission critical applications and sensitive data protected on the Private 
Cloud and generic application development, big data operations on non-sensitive 
data and testing on the Public Cloud. Hybrid Cloud thus leverage benefits of both 
Public and Private Cloud by maintain balance between the efficiency, cost saving, 
security, privacy, and control.

The combination of the different service and deployment models enables differ-
ent business models with new business roles. A cloud service is likely to have many 
layers of abstraction that build on top of each other with define roles and duties. 
Accessibilities of these predefine services to the end user depends on the different 
service model. Abstraction layers of standard Cloud model is depicted in adjoining 
Figure 2. Service providers may adapt and compose several services into one, which 
is then offered to the cloud customers.



Cloud Computing Security - Concepts and Practice

2

and compute purposes. There are basically three different service models (Figure 1) 
of offering high-volume low-cost services to the end user:

• Software as a Service (SaaS)

• Platform as a Service (PaaS)

• Infrastructure as a Service (IaaS)

2.1 Software as a service (SaaS)

In this model, various applications are hosted by a cloud service provider and 
publicized to the customers over internet, wherein end user can access the software 
using thin client through web browsers. Here all the software and relevant data are 
hosted centrally on the cloud server. CRM, Office Suite, Email, Games, Contact 
Data Management, Financial Accounting, Text Processing etc. are typically falls 
under this category.

2.2 Platform as a service (PaaS)

A PaaS is typically is a programming platform for developers. This platform 
facilitates the ecosystem for the programmers/developers to create, test, run and 
manage the applications. It thus provides the access to the runtime environment 
for application development and deployment tools. Here developer does not have 
any access to underlying layers of OS and Hardware, but simply can run and deploy 
their own applications. Microsoft Azure, Salesforce and Google App Engine are 
some of the typical examples of PaaS.

2.3 Infrastructure as a service (IaaS)

IaaS facilitates availability of the IT resources such as server, processing power, 
data storage and networks as an on demand service. Here user of this service can 
dynamically choose a CPU, memory storage configuration according to needs. A 
cloud user buys these virtualized and standardized services as and when required. 

Figure 1. 
Cloud service model.

3

Introductory Chapter: Cloud Computing Security Challenges
DOI: http://dx.doi.org/10.5772/intechopen.92544

For example, a cloud customer can rent server time, working memory and data stor-
age and have an operating system run on top with applications of their own choice.

3. Types of deployments

Furthermore, these services can be deployed into Public Clouds, Private Clouds 
or Hybrid Clouds; each has its own advantages and disadvantages.

3.1 Public cloud

In the Public Cloud delivery mode, all the physical infrastructure are owned by 
the provider of the services which were provided off-site over the Internet hosted 
at cloud vendor’s premises. Here the customer has no control and limited visibility 
over where the service is hosted as all these massive hardware installations are 
distributed throughout the country or across the globe seamlessly. This massive 
size enables economies of scale that permit maximum scalability to meet varying 
requirements of different customers and thus provides greatest level of efficiency, 
maximum reliability through shared resources but with rider cost of added 
vulnerability.

3.2 Private cloud

In case of Private Cloud mode, entire infrastructure is owned, managed and 
operated exclusively by the organization or by a third-party vendor or both together 
and is hosted on the organization premise using virtualization layer. It also facili-
tates flexibility, scalability, provisioning, automation and monitoring and thus 
offers the greatest level of control, configurability support, high availability or fault 
tolerant solutions and advanced security which is missing in public cloud. Basically, 
very concept of private clouds is driven by concerns around security and keeping 
assets within the firewall which results it to significantly more expensive with typi-
cally modest economies of scale.

3.3 Hybrid cloud

As name suggest, Hybrid Cloud includes a variety of product mix from both 
Public and Private Cloud options sourced from multiple providers at added cost 
to keep track of multiple different security platforms by ensuring all aspects of 
business to communicate with each other seamlessly. In case of Hybrid approach, 
operational flexibility, scalability, efficiency and security are properly balanced 
by hosting mission critical applications and sensitive data protected on the Private 
Cloud and generic application development, big data operations on non-sensitive 
data and testing on the Public Cloud. Hybrid Cloud thus leverage benefits of both 
Public and Private Cloud by maintain balance between the efficiency, cost saving, 
security, privacy, and control.

The combination of the different service and deployment models enables differ-
ent business models with new business roles. A cloud service is likely to have many 
layers of abstraction that build on top of each other with define roles and duties. 
Accessibilities of these predefine services to the end user depends on the different 
service model. Abstraction layers of standard Cloud model is depicted in adjoining 
Figure 2. Service providers may adapt and compose several services into one, which 
is then offered to the cloud customers.



Cloud Computing Security - Concepts and Practice

4

Cloud computing has emerged as a major shift in how computing resources are 
deployed and consumed both by individuals and enterprises Cloud computing is an 
approach that covers a wide spectrum of cloud tools and models. This technology 
has a lot of potential and promises its consumer an enhancement in agility, effi-
ciency and profitability by offering software, platform, and infrastructure delivered 
as services at very negligible cost by reducing up-front investment and ease of use 
by providing most user and eco-friendly operations. Like other technology, cloud 
also offers many benefits which come with some rider cost associated with it. Cloud 
too has its weaknesses and that is security.

Essentially, security in the cloud environment does not differ from the one in the 
traditional computing model. In both cases, the major focus is on the issues of protect-
ing data from theft, leakage or deletion. Unlike in traditional computing model, issue 
of security in the cloud is slightly different. When individual users or organizations 
move computer systems and data to the cloud, security responsibilities become shared 
between user and cloud service provider. When an increasing number of individual 
users and businesses are moving their precious data and entire IT infrastructures to the 
cloud, it is natural to start wondering how security and privacy are handled in the cloud.

Due to its intrinsic nature, however, the cloud environment highly susceptible 
to security threats as compared to its counterpart as data is stored with some 
third-party provider and accessed on the web which increases the overall vulner-
ability and thus affects overall reliability. Moreover, as most of the precious data is 
transferred to the cloud, it is difficult to maintain its integrity and thus overall data 
security is compromised.

Figure 2. 
Abstraction layers of model cloud.
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Furthermore, with the advancement of technology and passage of time, the 
entire cloud ecosystem has evolved and instead of relying on single cloud provider 
for buying/renting a cloud service, individual user or business organizations having 
freedom and flexibility to exploring more options to select multiple service provid-
ers simultaneously for different needs from pool of different cloud service provider 
and thus eventually leads to more diffuse, seamless integrations of multiple service 
providers term as fog computing. To make thinks further complicated, data and 
services may be replicated horizontally among these multiple service providers and 
as a consequence, it is often extremely difficult to determine the physical location as 
to where the data is being stored or processed at any one time.

All this constituted the obvious security implications as data is transmitted and 
stored in different locations over the Internet and shared among multiple service 
providers simultaneously. Such data is neither within the control of the individual/
owner nor the individual service provider specifically in fog environment which 
is common now a days. Apart from just data, virtualization and applications are 
equally important security issues in cloud computing. Thus, Security has severe 
impact on the overall decision making process as to whether an individual or 
organization will adopt for the cloud services or not.

Though cloud services have ushered in a new age of transmitting and storing data 
and cloud has its own beneficial power but it is imperative to take focused security 
approach, reviews the changes needs to undertake before making decision to migrate to 
the cloud. Some of the key aspects of cloud security in nut shell are depicted in Figure 3.

Figure 3. 
Aspects of cloud security.
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Cloud Security Simplified:

• Access Control

• System Protection

• Personal Security

• Information Integrity

• Cloud Security Management

• Network Protection

• Identity Management

4. Vulnerabilities and threats

Cloud computing being a modern technology offers numerous advantages. In 
order to harness all these benefits, one has to scrupulously investigate as many cloud 
security measures as possible. These concerns may vary from vulnerability to mali-
cious code penetration to hijacked accounts to full-scale data breaches. Based on 
literature searches and analysis efforts, some of the major cloud-unique vulnerabili-
ties and threats were identified which one must consider before making decision to 
migrate to cloud for opting the services are as follows:

1. Data Breaches/Data Loss

2. Denial of Service Attacks/Malware Injection

3. Hijacking Account

4. Inadequate Change Control and Misconfiguration

5. Insecure Interfaces and Poor APIs implementation

6. Insider Threats

7. Insufficient Credentials and Identity/Compromised accounts

8. Weak control plane/Insufficient Due Diligence

9. Shared Vulnerabilities

10. Nefarious use or Abuse of Cloud Services

11. Lack of cloud security strategy/Regulatory violations

12. Limited cloud usage visibility
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4.1 Data breaches/data loss

Cloud computing and services being relatively new and enable accessing remote 
data via the Internet is the most vulnerable source for misconfiguration or exploita-
tion. This very intrinsic property of cloud becomes unique set of characteristics 
which make it more vulnerable to all form of data breaches. Data breaches or losses 
can be any form of cyber security attack in which confidential or sensitive informa-
tion is stolen, viewed or used by an unauthorized stranger or it may the result out of 
accidental deletion by service provider or a natural catastrophe, like fire outbreak or 
earthquake. This may results to the loss of intellectual property (IP) to rivals, impacts 
the competitive edges, financial losses out of regulatory implications, affecting brand 
value and goodwill of organization and thus overall market value may be at stake as it 
foster mistrust from customers and business partners. Though Encryption techniques 
can protect data but at the cost of system performance. Thus robust and well-tested 
Data breach avoidance, data loss preventions, data backup and recovery data manage-
ment strategy must be adopted before making up mind to migrate to cloud.

4.2 Denial of service attacks/malware injection

The basic framework of cloud which offers scalability and speed also becomes 
nurturing ground for delivering super scalable malware. Cloud applications them-
selves are great weapon for spreading the malicious attacks on a large scale to cause 
greater harm like hijacking accounts, breaching data. Malware injections are basi-
cally code scripts which are embedded into the basic cloud service modules thus run 
as legitimate instance having access to all the sensitive resources and thus intruder 
can eavesdrop, compromise the overall integrity of vital information. Denial of 
Service attack (DoS) makes valuable services unavailable to the legitimate user thus 
hamper the overall performance and security. DoS may act as catalyst and used as 
smokescreen to hide the malicious activities bypassing the firewall of cloud and 
thus can spread easily to cause greater harm instead of infecting one device.

4.3 Hijacking account

The recent growth and easy adaption of cloud services by organization leads to 
altogether new set of issues related to hijacking account. Imposter now can easily 
exploit the ability to gain access to login credentials and thus the sensitive data 
comprises of business logic, functions, data and applications stored on the remote 
cloud. Account hijacking which includes scripting bugs, reused password, cross-site 
scripting enables the intruder to falsify and manipulate information. Man-In-Cloud 
Attack, Key-logging, Phishing, and buffer overflow are some other similar threats 
which eventually leads to theft of user token which cloud platform uses to verify 
each individuals without requiring login credentials typically during data upda-
tion or sync. The impact of the account hijacking can be severe, some even leads to 
significant disruption of business operations by means of complete eliminations of 
assets and capabilities. Thus account hijacking needs to be dealt seriously as tangible 
and intangible impact out of leakage of sensitive and personal data may damage the 
reputation and band value.

4.4 Inadequate change control and misconfiguration

Volume and scope of the various resources used in cloud environment aug-
mented with complexity and dynamism of resources poses major challenge in con-
figuring effectively for efficient use. Inappropriately configure precious computing 
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resources, results in making these resources soft target for vulnerable malicious 
undesired activities and thus entire cloud repositories may exposed to intruders. 
The overall business impact depends on the nature of the misconfiguration, and 
how quickly it has been detected and resolved. Excessive undesirable permission, 
unrestricted access to ports and services, unsecured data storage, unchanged 
default credentials & configuration settings, disabling standard security controls, 
logging & monitoring are some typical issues related with misconfiguration 
which must be dealt with utmost care by continuously scanning for misconfigured 
resources in real time as traditional change control and configuration management 
technique becomes ineffective in cloud environment.

4.5 Insecure interfaces and poor APIs implementation

Application Programming Interfaces (APIs) as name suggests is an interface 
between the system and outside un-trusted entities most exposed parts of a system 
accessible via the Internet, facilitates users to customize their cloud experience 
and also indirectly provide the safe conduit or entry points for strangers. A poorly 
designed weak set of interfaces exposes organizations precious sensitive resources 
to various security issues related to confidentiality, integrity, availability, and 
accountability. Apart from giving programmers the tools to build and integrate 
their applications with other job-critical software, API also serves to authenticate, 
provide access, and effect encryption. The cloud assets can be compromised if the 
vulnerability of an API which lies in the communication that takes place between 
applications is exploited. Thus standard and open API frameworks must be referred 
while designing the interfaces which may help to protect against both accidental 
and malicious attempts to circumvent security.

4.6 Insider threats

The human intervention in data security has many faces and many sources. 
The insider human element may be from any hierarchy; both service provider and 
client organizations can abuse their authorized access to the organization’s or cloud 
provider’s networks, systems, and data as they are uniquely positioned to cause 
damage without even breaking the firewalls and other security defense mechanism. 
The human element of data security has many faces and being authorized and 
operated on a trusted level, these insiders may misuse information or perform 
nefarious activities through malicious intent, accidents, carelessness or malware. 
Various measures to mitigate the consequences of insider threats includes routine 
audits of on-offsite servers, frequent change in passwords, confined privileged 
access to security systems and central servers to limited numbers of employees 
apart from controlling access and offering business partnerships to the employees. 
Prevention is better than cure; dealing with such category of threat would become 
more expensive and complex as it involves containments, forensic investigation, 
escalation, surveillance and monitoring.

4.7 Insufficient credentials and identity/compromised accounts

Inadequate credential, identity or key management may leads to unauthorized 
access to data and information. As a result, malicious intruders camouflaged as 
genuine users can manipulate the sensitive data. If the impostor manages to gain 
access to cloud user’s credentials, it can target the entire resource s of cloud along 
with the user organization’s assets and even influence the organization’s administra-
tive user as well. Other tenants of the same cloud are also at high risk to security 
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incidences and breaches. An Automated regular rotation of cryptographic keys and 
passwords, removal of unused credentials, implementation of proper scalable central 
programmatic credential management system, and use of multifactor authentication 
process are some of the measures which must be undertaken by the cloud provider to 
deviate the risk of data breaches. Moreover, due diligence should be taken to ensure 
that third parties to whom cloud provider may have outsources operations or main-
tenance work satisfy the requirements of security as contracted by cloud service pro-
vider because it indirectly levitate the threats and compromised the overall security. 
Strictest credential access, multifactor authentication, segregated and segmented 
accounts are some of the suggested measures one should opt for to mitigate the risk.

4.8 Weak control plane/insufficient due diligence

Non-standard data formats, non-standard APIs, and excessive reliance on loud 
provider’s proprietary tools make it difficult and expensive affaires to migrate from 
one vendor to other. This may results in either cloud provider will start exploiting 
or in case if for some reason cloud provider ceases its operation and goes out of 
business, moving data to other in timely manners becomes hectic and eventually 
may result in loss of data too. Thus to avoid such grim situation of Vendor lock-in, 
adequate control plan and due diligence should be in place before making decision 
migrating to any cloud. Any hasty decision without anticipating the quality and 
nature of services from cloud provider may pose security risk, especially when the 
desired services are bound and control under legal and statutory obligations or ser-
vices hired for handling highly sensitive or personal or financial data. Cloud service 
user must perform due diligence and ensure that proposed cloud service provider 
possesses an adequately strong control plane in place; absence of this could results 
in data loss, either by theft or corruption. Apart from technical issues discussed 
above, one equally important parameter which must be given due weightage in deci-
sion making process is people factor. If a person in charge is unable to exercise full 
control over data security, infrastructure and verification, then security, integrity 
and stability of data may be stake.

4.9 Shared vulnerabilities

Multi-tenancy feature of cloud makes cloud services cost effective for individual 
organization but incidentally it leads to yet another security issue. Exploitation of 
system and software vulnerabilities within cloud infrastructure, services results 
into failure to maintain physical and logical separation among different tenants 
in multi-tenant environment. This failure to maintain separation can further be 
exploited by intruders to gain un-authorized access from one tenant’s resource 
to others. Such attacks can be accomplished by exploiting the vulnerabilities of 
either cloud provider or any of the tenants whose security is more vulnerable. This 
may results in increasing the attack surface, leading to an increased chance of data 
leakage. Moreover, the cloud security by default is a shared responsibility of both 
cloud service provider and client organization, so proper understanding is impera-
tive to implements effective security. Failure to achieve this seamless integration for 
security implementation can result in data and resources being compromised.

4.10 Nefarious use or abuse of cloud services

Intruders by exploiting the vulnerabilities of cloud computing resources may 
target user’s cloud provider’s resources to host malware activities. Intruder either 
may launching DoS attacks and thus makes services unavailable to legitimate 
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target user’s cloud provider’s resources to host malware activities. Intruder either 
may launching DoS attacks and thus makes services unavailable to legitimate 
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users or these resources can be used for some illegitimate use for illicit purpose 
like mining crypto-currency, automated click trailing, brute-force attacks for 
security breach by intruders and while the customer foots the bill. The bill could 
be substantially high as activities like mining requires huge resources. Attackers 
may use the clouds exceptional storage capacity to store and propagate malware 
and illicit activities like sharing of pirated software, books, videos or music and 
invites legal consequences in intellectual copyright fines and settlements which 
can be even more cost prohibitive. Furthermore, complexity of cloud service 
implementation aids intruders to hide and remain undercover for prolonged period 
of time and such unnoticed threats, risks and vulnerabilities poses more challenges 
for legitimate service provider and user. To restrain the nefarious use and abuse of 
cloud services and mitigate the risks posed by cloud service usage one must have 
to procuring security technology for actively monitoring cloud infrastructure 
usage and devise proper security guidelines which define what are the legitimate 
and appropriate behavior and what leads to abuses and methods of detecting such 
behaviors.

4.11 Lack of cloud security strategy/regulatory violations

It is imperative to formulate a strong cloud security strategy, regulations and 
risk management policy should be devise before making mind to migrating to 
cloud provider for various services instead of simply lift and shift without any 
due diligence. Mostly many organizations are bound by and force to comply with 
certain rules, regulations and law of land of origin and these compliances should 
be center point for overall security policy. Sensitive health data, private student 
data, personal financial data, proprietary intellectual property data, research data 
and confidential business logics constitutes different category of data which are 
typically migrated to cloud for various services and mostly protections of these 
data are cover under respective apex authorities or commission and infringement 
of any kind will invite the formidable fine and penalties. Security architectures and 
framework must be aligns with the underlying business goals and objectives. Cloud 
provider being third party, upon agreeing to provide the services, also become 
liable for extending the appropriate security measures as weak security can lead to 
financial loss, reputational damage, legal repercussions, and fines.

4.12 Limited cloud usage visibility

The moment organization decides to migrate the assets and operation to the 
cloud, it starts losing the overall visibility and control over those assets. The ability 
to decide, visualize and analyze whether the services offered by clouds are safe or 
malicious, decides the degree of visibility of cloud usage. Even though organiza-
tions are hiring the services of cloud provider, still it is imperative on their part 
to perform analysis and run time monitoring. To enhance the cloud visibility and 
thus mitigate the risk, it is crucial to develop comprehensive solution that brings 
people, process and technology at one common place and elucidate accepted cloud 
usage policies to each and every stack holder. Otherwise lack of awareness about 
organizations governance controls and policies may results in placing sensitive data 
in public access and compromising the cloud containers by inappropriate setup of 
cloud services. Thus lack of governance, lack of security and lack of awareness leads 
to catastrophic risk. Installing firewall, implementing organization wide zero-trust 
model, run time analysis of outbound activities and keeping track of anomalies are 
some of the measures which will be helpful in restraining the suspicious behaviors 
and mitigating the overall risk.
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5. Conclusion

Cloud is new buzzword and evolving at a phenomenal speed, even in the 
context of the fast-moving IT sector and becoming increasingly in demand around 
the world. As it evolves, lack of faith in the security features imparted by cloud is 
cited as main barriers and concerns which discourage users putting their confi-
dential data into this faceless nebulous and intangible entity known as the cloud. 
Information security and data protection are the two main concerns which stand 
in the way of a wider deployment and acceptance of cloud. Over a passage of time, 
most powerful security standards are emerging and constantly evolving aiming to 
overcome many of these challenges. Clearly, there are both challenges and opportu-
nities with the cloud and due to the economics of scale, a cloud provider are opting 
for a dedicated team of security specialists and cloud data centers have physical 
protection on par with military installations thus able to provide vastly better secu-
rity procedures, physical protection than any small or medium-sized enterprise. In 
summary, as with each new technology, Cloud is a double-edge sword and clearly 
there are both challenges and opportunities with the cloud.

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 
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Abstract

This chapter focuses on the challenges and risks faced in cloud security services 
in the areas which include identity access management, web security, email security, 
network security, encryption, information security, intrusion management, and 
disaster management while implementing a cloud service infrastructure. This 
chapter endorses the best practices in successfully deploying a secure private 
cloud infrastructure with security measures and mitigation and proposed a unique 
three-tier infrastructure design to mitigate distributed denial of service attacks on 
cloud infrastructures.

Keywords: threats/vulnerabilities, security policies, data protection/security, 
firewall, security model, monitor traffic, authorization

1. Introduction

Cloud computing is vastly increasing in demand for its popularity. Cloud 
services deliver up to its expectations if properly maintained. Users choose 
cloud because the cost is affordable, is easy to access, and has a positive uptime. 
Unfortunately, a high number of cloud users face difficulties when issues arise 
such as the frightening news about data confidentiality and integrity which gets 
posted online all the time, and they are in darkness when such situations occur [1]. 
In this modern age, cloud computing has been progressively popular within the IT 
organizations, and we notice many institutes are moving most of their IT services 
towards the cloud services here in Fiji to improve their information communication 
technology (ICT) service delivery to the clients or stakeholders. It is important for 
any organization to do an appropriate background research before making decisions 
of upgrading for which type of cloud services they are acquiring, depending on the 
organization’s requirements. Many organizations prefer a private cloud infrastruc-
ture which has many advantages compared to the public cloud and hybrid cloud 
services; however, administrators tend to overlook that private cloud infrastructure 
comes with an exceptional set of challenges and risks. Cloud computing security 
service categories are identified and illustrated as follows:

• Identity access management

• Data loss prevention

• Web security
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Abstract

This chapter focuses on the challenges and risks faced in cloud security services 
in the areas which include identity access management, web security, email security, 
network security, encryption, information security, intrusion management, and 
disaster management while implementing a cloud service infrastructure. This 
chapter endorses the best practices in successfully deploying a secure private 
cloud infrastructure with security measures and mitigation and proposed a unique 
three-tier infrastructure design to mitigate distributed denial of service attacks on 
cloud infrastructures.

Keywords: threats/vulnerabilities, security policies, data protection/security, 
firewall, security model, monitor traffic, authorization
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technology (ICT) service delivery to the clients or stakeholders. It is important for 
any organization to do an appropriate background research before making decisions 
of upgrading for which type of cloud services they are acquiring, depending on the 
organization’s requirements. Many organizations prefer a private cloud infrastruc-
ture which has many advantages compared to the public cloud and hybrid cloud 
services; however, administrators tend to overlook that private cloud infrastructure 
comes with an exceptional set of challenges and risks. Cloud computing security 
service categories are identified and illustrated as follows:

• Identity access management

• Data loss prevention

• Web security
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• Email security

• Network security

• Encryption

• Information security

2. Literature review

Cloud computing security keeps on changing as new technologies emerge. 
Services provided by the three basic cloud service models, which are infrastructure 
as a service (IaaS), platform as a service (PaaS), and software as a service (SaaS), 
give more outbreak to exploit such state-of-the-art models. As the cloud expands, 
so does its vulnerabilities [2]. It is the hosting providers or administrators duty 
to ensure that these vulnerabilities are kept on patching up as new threats arise. 
One must always be on the look for any threats coming their way towards the 
cloud servers. If such threats enter the cloud, it could be devastating for the cloud 
hosting providers and even the cloud servers itself. We as human beings need to 
keep in mind that a person who wants to get the data for their benefit or even for 
fun purposes [3] creates those threats. There are certain software programmed and 
integrated to the cloud server to automatically mitigate a certain level of threat, and 
an example is a web application firewall (Barracuda).

Stated in the research paper regarding a study on security model in cloud 
computing, we vastly agree to the statements stated such as the security being a 
real-time obstacle of the everlasting picture and foundation of cloud computing 
[4]. Furthermore, this research will now move towards focusing on the security 
aspect and its services shown by cloud computing itself as keeping in mind the 
increasing need for security in the cloud as we see a new day moving forward in 
our daily lives.

This paper starts with cloud identity access management as the first level of 
cloud computing security service that we identified based on various researches 
conducted. Whenever a user has established the connection to the cloud, the user 
will need to login and access the cloud resources in order to drive forward the 
idea of hosting applications, websites or even doing online sales securely through 
a secure login tunnel. This has to be fully done by successful authentication and 
authorization to avoid loss of data and identity being manipulated which could lead 
to unwanted access to the cloud system [5].

The need to have identified information in this case, which related to identity 
access management itself, first needs to be synchronized so that there are no 
conflicts when identifying the cloud user [6]. One needs to keep in mind there are 
many users who have the same name although their username can differentiate the 
users and their level of access. For user information to be synced properly, the old 
user data will need to be checked if there are any, which were used previously, and 
it should not match with the new data. Such scenarios occur when a user cancels 
their online subscription to a cloud host provider and comes back after a few years 
wanting to again host their applications on the cloud [7]. This reflects on mostly 
public clouds. This can also be hinted at a private cloud when the administrator 
permanently deletes the user’s data, which in this case is the user’s login and regis-
tration details to focus on. A hacker can pose as a new user and easily gain access to 
the cloud system if he/she is able to manipulate the registration and other details. 
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This can happen when the administrator is adding a new identity to the system, and 
if the administrator is not careful, the system does not identify old data. This will 
lead to an identity within the cloud system that will gain access to certain module 
level-based information because the identity has not been synced and verified with 
real time updates [8]. Another issue could be confidentiality, which focuses only on 
authorized access to cloud data; an authentication that is related to checking of the 
received data to be from a legit source and integrity, which relates to only autho-
rized party, should be allowed to modify data in the cloud [9].

Building trust in cloud computing services may help prevent data loss to some 
extent, but it does not guarantee it. The cloud server needs to be equipped with 
state-of-the-art hardware and software in order to prevent such issue. This service 
protects data from being lost based on the rules deployed on cloud servers. Data can 
be lost in various ways such as the hacker sends a malicious file, which infects the 
cloud server and deleting the files and folders [10].

Data storage repository must be secured enough to handle such attacks although 
the level of attacks varies from high to low and each attack is to be considered no 
matter which level that threat is. Suppose a low level of threat occurs in the cloud 
server where that data is stored and the administrator does not take any action to fix 
the issue or just ignores it thinking that it is a small issue, it could multiply and do 
its job on the storage server leading to data loss [11].

Securing the storage in the cloud is very important where the storage or based 
in geographical location or not, but at the end of the day, the storage repository 
is linked to a network and that is enough information for an advanced hacker to 
easily delete the data by entering into the system from just a small script which will 
eventually grow to a virus or Trojan to inflict the damage.

If the administrators are not monitoring such scenarios, that virus can do the 
damage to the storage server. In such cases, it may send a lot of traffic request to 
the storage server, and this can result in overload. Such case is mostly described as 
denial of service attacks. With DoS attacks, the server will notice a change in traffic 
load coming in, and if there are no intelligent applications installed in the server to 
mitigate, there could be serious implications. These attacks can corrupt data, delete 
data, and data loss. This is a common issue faced by a lot of users, which ultimately 
will become the administrator’s responsibility.

We noticed a virus spread across the globe called WannaCry, which is a ran-
somware virus where it locks down your computer system and asks for money in 
order to unlock the affected system. This type of attacks can lead to data loss as 
well. Supposedly, this threat can affect the data stored in the cloud server, which is 
definitely huge on a threat level. Microsoft had to realize patches for their operating 
systems in order to prevent such attacks. This results in a lot of distress around the 
globe and was one of most talked about attacks. It not only inflicts damage to the 
affected system, but it also has the ability to destroy the data itself, which is stored 
in any system [9]. One must be very careful of such attacks if not then data loss is 
inevitable. Such attacks are a wake-up call for cloud system, which does not have 
any type of data loss prevention techniques implemented, and if such techniques 
are implemented, then the administration must map out ways to block or to prevent 
data being lost. Therefore, security rules need to be in place to avoid customers from 
being frustrated with one of the major issues, which are data loss [4].

Web security plays a vital role as well in clouds. While the servers are hosted in 
clouds, websites and applications are also hosted in it which combines the function-
ality to work with cloud resources and deliver as expected to customers. Protection 
against virus and malware nowadays is very common as new types of such threats 
emerge almost every day. In cloud, all folders are synchronized at all times as the 
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user updates their data. What could happen is that if a malware enters the cloud and 
data sync is taking place, the malware gets synched together, spreading around with 
the configured account, which is the source in which the malware entered into the 
system [11].

Hosting service providers for cloud-based will need to get a good web application 
firewall (WAF), which can prevent attacks to web servers and applications. Traffic 
going in and out of the web server needs to pass through WAF in order to check for 
malicious responses [12].

As proposed in the paper by Fernandez et al [13], web application scanner and 
a cloud-based web application firewall can be used to identify vulnerabilities and 
scan for sensitive data [13]. This type of scanner is very useful in a cloud comput-
ing environment. The cloud-based web application firewall will also be integrated 
with the scanner. The first step will be the scanning process followed by filtering 
unwanted request, keeping in mind that these unwanted requests are the virus 
and attacks coming into the system. In their paper, they have also stated that the 
firewall can control the web application communication via HTTP based on the 
rules for authorizing and with the main purpose for it to stop SQL injection, XSS, 
and other types of similar attacks on the cloud servers [12]. What our research 
has looked into is one of the WAF available for purchase called Barracuda. This 
application is very useful as it generates a whole lot of data that is not required for 
processing based on the traffic flow in which the attackers can come in and out 
of the system. This application has the ability to scan, put cloud applications and 
websites behind a state-of-the-art firewall system, and monitor traffic to name 
some of its core functionalities. When we look at a WAF system for cloud, we must 
have reports generated in order to do research that is more thorough from where the 
particular attack is coming from and how these attacks can be mitigated. The WAF 
provides a solution to every attack or vulnerability that is present in the generated 
report as well. This firewall will be able to stop unwanted traffic into the system, 
keep the cloud servers safe, and transfer those IP addresses that are suspicious to the 
suspicious list from the whitelist causing it to be classified as a threat [14]. The users 
can do online banking securely and other tasks that they would prefer to be done 
under a secure application layer.

Email security is being implemented in clouds as well. It has major advantages. 
Any inbound and outbound emails will need to go through email security protocols 
to ensure that the user sending and receiving the email does not contain any type 
of malicious data, which can affect the customers’ online activity in any way. This 
could also lead to having a bad impact on web servers as well if proper security 
protocols are not in place to filter malicious emails. Cases of security policies need 
to be implemented in order to run the workflow of emails and filtering unwanted 
emails [15].

As outlined in the paper published as from Barracuda itself, using such applica-
tion will not limit the functionalities of email security being deployed in the cloud 
servers. Some things to notice about the paper is that they have outlined the suit 
for the cloud services with the following combinations for the advanced package, 
multilayer security which extends the protection for the email also being integrated 
with Office 365 which is currently being well-known for its cooperative feature 
for an organization provided by Microsoft. Multilayer security is one of the core 
features that the email security giant company looks in depth, for the application 
itself is being a guard against threats arising from emails, data loss protection 
through spam emails, data being leaked with encryption, and all the email contents 
being inspected. Another advanced feature that they explained in their paper 
was cloud-based archiving. This feature is very important, and emails need to be 
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archived frequently for an organization. Such feature in the cloud will enable users 
to retrieve any previous email at any time from any device, and this can be from 
any cloud environment whether it being the hybrid cloud-based environment, 
Microsoft 365, Microsoft Exchange, and even any other types of email service 
being used on-premise. They also mentioned retrieving emails such as cloud-based 
backup and recovery features. This feature will allow the administrators to retrieve 
any email from the frequent backup storage and send it to the live server so that the 
user requesting for the email can view and retrieve their contents for that particular 
email [16].

According to Rawezh Tara and Nashwans’ paper based on private cloud and 
implementation of software, routing in it identifies the use of virtual private 
network (VPN), which enables the ability to ensure that the user who is logged into 
the cloud service can do their online transactions without any issues. The attackers 
will not be able to judge where or how the data is being transferred to. This creates 
a secure environment for customers doing online shopping or banking. It is a good 
practice to provide VPN to users who are already logged into cloud service. Each 
user will have a VPN client profile. Using this they can establish the VPN connec-
tion, and a secure tunnel is enabled, and authentication is being done on the data 
center firewall end [17].

Only two types of users use VPN tunnel, which will be the employees and the 
cloud administrator. The VPN tunnel works as the employee will establish a secure 
connection through a VPN tunnel; the employee will then login to the VPN client 
profile using username and password. The authentication is verified with the 
security policies and the data center. Once the connection is successful, the remote 
client is connected to the cloud and is ready to utilize the resources and services 
offered by the application itself. The login of the user will fail if the user is not a 
valid user, which is checked in the system mainly through the active directory [18]. 
This type of secure login is highly desirable and is present in the Barracuda appli-
cation, which was also tested while carrying out this research. It not only protects 
the user’s data, but the users who login into the system through VPN tunnel can 
be rest assured that they can perform their task without anyone capturing their 
information.

Encryptions ensure that the data, which are available in the cloud, is secure. 
Although there are many types of encryption techniques available, attribute-based 
encryption will provide favorable results. This provides access control with a private 
key, master key, and ciphers text [19].

Furthermore, as proposed a clear explanation of encryption by Rohit, Rituparna, 
Nabendu, and Sugata research paper based on security issues in cloud computing, 
they outline the very important aspect of how the encryption can occur in a cloud-
based environment. The argument raised is that that data that is stored in the cloud 
is secure enough towards any type of security breach. They come up with utilizing 
homomorphed token, which can help secure data through encrypting by private 
and public keys, respectively. The trust-based methods for the cloud environment 
are very valuable towards secure private and public key exchange over a secure 
seamless synchronized connection. Moving on to further discuss encryption 
supposedly if data is not encrypted, spoofing attacks can take place. Such attacks 
can be checked by performing user authentication based on key exchange and even 
encryption techniques [20]. By enabling encryption sessions with filtering at the 
entrance of traffic management, such attacks can be avoided. Encryption plays a 
very important part in securing the cloud services with its unique ability to trans-
form the data into cipher which makes the attackers difficult or almost impossible to 
alter the data.
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network (VPN), which enables the ability to ensure that the user who is logged into 
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will not be able to judge where or how the data is being transferred to. This creates 
a secure environment for customers doing online shopping or banking. It is a good 
practice to provide VPN to users who are already logged into cloud service. Each 
user will have a VPN client profile. Using this they can establish the VPN connec-
tion, and a secure tunnel is enabled, and authentication is being done on the data 
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Although there are many types of encryption techniques available, attribute-based 
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Furthermore, as proposed a clear explanation of encryption by Rohit, Rituparna, 
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Information security relates to gathering the alerts which come about the cloud 
service monitoring tools. Logs get created for the events. Being a central point, cloud 
computing is able to handle the information stored and how it gets altered by mali-
cious activity which leads to a crisis situation. If an alert gets ignored, it becomes a 
golden opportunity for attackers to exploit the cloud services and can access the data 
of customers. If such a case does happen, the admin must take immediate actions 
and retrieve data backups. Cloud computing can aid in the seamless transfer of the 
information to a backup server which will store the information of all the customers. 
Cloud IaaS is a possible direction of data backup in which data needs to be firmly 
protected as it should be a specialized cloud-based backup server [21].

Intrusion management looks after the packets coming in and going out of the 
network. It has got a set of predefined rules which can handle a particular event. 
A cloud service provider needs to have an intrusion management tool such as 
anomaly detection. This type of detection system trains itself by observing network 
behaviors. It identifies the class level for the intrusion whether normal or intrusion, 
based on the network packets. If an intrusion is found, it should send a warning to 
the alert or information security system for further action [22]. Hadoop is an open 
source software, which is becoming popular with cloud administrators. Hadoop is 
used to distribute processing of big data using MapReduce. MapReduce is a model 
which can perform analysis very quickly to locate the malicious activity and the area 
in which the attack occurs [23].

Disaster management in collaboration with disaster recovery relates to cloud 
data storage in its servers. One must be prepared for it; thus, disaster rescue man-
agement can be put in place by the hosting providers in the cloud servers. Attackers 
can disrupt services by sending malicious requests to the server if there are no 
strong security policies placed, and they can create downtime of the server as the 
servers can get overloaded through it. For natural disasters, cloud hosting provid-
ers can place their data centers at geographical locations so that if one center gets 
affected, another will pick up and prevent downtime of services [24].

Looking at an infrastructure point of view, we picked Veeam, a software product 
developed by Veeam organization itself to replicate, backup, and restore data on 
virtual machines. It has a lot of capabilities as it pools together one of the leading 
backup services for a cloud infrastructure. Having the ability to replicate with 
advanced monitoring, reporting tools, and capacity planning functionality, Veeam 
is highly desirable to be used for a disaster management tool.

3. Methodology

Based on the research ideas provided, we have used qualitative research 
method, and the theory we have decided to use is as follows. A local user agent is 
created by the user to establish a temporary security certificate for safe authen-
tication over a given period of time. This certificate will contain the username, 
user id, security features, hostname, session times, and other relevant features. 
Once this is done, the authorization for the user is finalized. As the user will start 
to use the resources on the cloud, mutual authentication will initiate between the 
cloud application and user. The application will check if the certificate is valid for 
the user, a security policy is applied to it. As per the requirements stated by the 
user, the application will create a list of service resources which will send it to the 
user. Finally, through an application programming interface (API) security used 
by the application, the user’s session will be fully initiated and connect to cloud 
services [4, 13].
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Figure 1 describes the method for secure connection with a trusted certificate in 
a cloud environment and describes its successful implementation as well as usage of 
cloud resources.

Some of the research questions we have identified are as follows:

• Which security protocols you have placed in your cloud architecture to  
ensure a seamless connection between users does not result in online data 
theft?

• In case an attack on the cloud service occurs, how will the server mitigate those 
attacks?

• Is there a disaster recovery management tool in place for the cloud servers? 
If so then what procedures will be followed to ensure that there is little or no 
downtime?

• Are the cloud services running behind a trusted firewall? If yes, then how does 
the firewall report incidents as logs to the administrators and is the firewall 
artificially intelligent enough to challenge such difficulties?

Our research came up with some cost analysis based on cloud infrastructure. 
The below details were developed for a cloud-based premise comparing both private 
and public cloud. Shown below is the cost for Azure sizing based on the require-
ments; the cost is higher than the private cloud infrastructure with much higher 
requirements (Figure 2).

Shown below is virtual storage area network for a hyper-converged solution 
which is the most popular infrastructure technology in the current market accord-
ing to Gartner report. This is very helpful for cloud-based organization to grow as it 
exceedingly with a lot of resources available for use in the cloud deployment models 
itself (Figure 3).

Figure 1. 
Model for secure connection with a trusted certificate in a cloud environment.
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Figure 4. 
Billing and purchase interface when requesting a virtual machine in a cloud-based environment.

Figure 2. 
Cost analysis with Azure vs. private cloud infrastructure based on resource requirement.

Figure 3. 
Virtual storage area network for a hyper-converged solution.
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The screenshot shown below shows the virtual machine on a cloud premise. 
When a user wants to purchase a virtual machine, the cost related to the resources 
requested will be shown on the cloud interface and can be upgraded as well when 
one wants to deploy a virtual machine in their cloud (Figures 4 and 5).

4. Existing cloud security solutions

The focus of this research is on distributed denial of service (DDoS) attacks on 
the cloud. The authors researched on existing cloud security solutions and also pres-
ent an implementable solution focusing on DDoS mitigation for IT infrastructure. 
The authors define the scope and recommend few focus areas:

• Defending volumetric attacks is a need for cloud components.

• Blocking application-level attacks without submitting SSL Key.

• Deploying acceptable network infrastructure as per IT security policy.

DDoS attack mitigation solutions are discussed here based on design 
perspective:

a. On-premise based: Having a devoted on-premise DDoS attack mitigation 
answer are first-rate desirable for government entities, financial establish-
ments, and healthcare but not beneficial for all. When the highest stage of 
safety is mandatory and organizations opt to give as little visibility into their 
customer facts or approximately their encryption certificate to as few third 
birthday celebration providers, this could be regarded as a limited scope 
option. On-premise DDoS devices might store encryption certificates and 
inspect visitors regionally without any scrubbing, redirection, or inspection. 
The mitigation device would be required to guard against numerous DDoS 
vectors like flooding (UDP/ICMP, SYN), SSL based, application layer (HTTP 
GET/POST), or low and slow attacks. With mitigation structures in house, the 
proximity to facts center sources is useful, and the systems may be fine-tuned 
at once by the in-residence IT teams. They have a tendency to have a miles more 
cognizance to their setup for any adjustments in site visitor flows or from the 

Figure 5. 
Costing for a cloud infrastructure with a disaster recovery package.
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application servers. Thus, they might have a tendency to have a higher chance 
of detecting any suspicious traits or visitors requests.

b. Cloud-based security services: In providing anti-DDoS and superior mitiga-
tion protection in shape of managed security services, many cloud carrier 
companies offer protection from community floods with the aid of deploying 
mitigation system on the ISP network edge stage or with scrubbing centers. 
This involves traffic diversion from the corporation network to detection or 
scrubbing center. When a DDoS attack starts, human intervention is needed 
and takes as a minimum of 15–30 minutes all through which the online services 
are left unprotected and exposed. The cloud-based totally DDoS mitigation 
service guarantees quantity blocking off of community flood assaults from 
accomplishing the corporation edge devices or flooding the WAN circuit which 
is free of volumetric community flood attack. However, there exist glaring 
problems with a cloud primarily based on DDoS mitigation offerings.

• Cannot discover and block application layer attacks and slow attack.

• Unable to defend stateful infrastructure structures like firewalls or IPS.

• Unable to deal with attacks like software layer attack, state exhaustion, and 
multi-vector attacks.

c. Hybrid cloud-based security: Using hybrid cloud functions gives the best-
of-breed mitigation option, where the hybrid infrastructure combines the 
on-premise in-house setup with DDoS mitigation carriers to act as an included 
mitigation solution. In hybrid solutions, another option is to use a devoted 
DDoS mitigation provider’s capability in order to detect and block a couple of 
DDoS vectors. Having public cloud issuer dynamically booms the community 
pipe bandwidth for the duration of a DDoS attack; takes off a while after being 
detected, till the time mitigation begins; and saves the on-premise infrastruc-
ture from the attack and affecting the provision of its online services. Typical 
answer is in the course of DDoS attack; the entire site visitors are diverted to a 
DDoS mitigation issuer’s cloud, where it is scanned, scrubbed with the attack 
visitors getting diagnosed, and removed before being re-routed lower back 
to the in-residence information middle of the enterprise. Hybrid solutions 
permits organizations to gain from the following:

• Widest security coverage that can simplest be finished by means of combining 
on-premise and cloud insurance.

• Shortest reaction time by using an on-premise solution that begins right away 
and mechanically to mitigate the assault.

• Single touch point during an attack both for on-premise and cloud 
mitigation.

• Scalability—each tier is impartial of the other and can scale horizontally, 
in case there is a web application attack spike, adding extra WAF devices to 
ensure enough WAF capability may be done within the application defense 
tier without affecting the community tier.

• Performance—on the grounds that requests come in tiers, network utiliza-
tion is minimized, and load decreased overall.
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• Availability—with hybrid solutions, if the first or second tier is down, at least 
there is one tier left to serve consumer requests. This satisfies the BCP of the 
organisation.

• Vendor independence—community and application protection infrastruc-
ture can setup the usage of hardware structures or even specific software 
program versions.

• Policy independence—while new policies are implemented at the application 
defense tier, the opposite tier directs simplest that specific visitors in the direc-
tion of the rules until they are established and ready for production use.

5. Proposed DDoS solution

Based on the developing threats and effect of attacks, company firms having 
their very own cloud services as well as cloud providers put into effect DDoS 
mitigation using hybrid cloud architecture. When there are multi-vector DDoS 
attacks targeted at layers 3, 4, and 7, mitigation strategies are essential. These 
mitigation strategies assist in detecting and preventing volumetric, software, 
and encrypted assault vectors. By making use of public cloud capabilities to 
cover for scalability taking on floods and appearing because the first point of 
defense with community and web application firewalls detecting assault visitors 
and mitigating the DDoS threats and the SaaS utility, web portals and backend 
database resides stable in the residence private statistics center. For this research, 
the experimental environment involved community infrastructure architectures 
being designed and setup to testing the proposed DDoS solution having the fol-
lowing hardware and software:

• Cisco 4000 ISR Series Routers and Cisco Nexus 5000 Series Switch for routing 
and switching

• Big IP LTM-4200 for high-performance application traffic load management

• Cisco Firepower FPR-2110, Imperva Web Application Firewall Gateway with 
Manager Console

• HP DL-360G8 1U-Rackmount with Intel E5, 128 GB DDR3, 32 TB SSD 
Servers

• VMware NSX-T 3.0 virtualization software on bare-metal HP Server

• SaaS Application running Windows Server 20012 64-bit OS

• Front End Web Portal with .NET supporting 2-Factor authentication

• Back End Database running Microsoft SLQ Datacenter license on Windows 
2012 OS

• DDoS Tools for attack simulation: LOIC or Low Orbit Ion Canon, HOIC or 
High Orbit Ion Canon, Packet Storm (HTTP Unbearable Load King), Are You 
Dead Yet (R.U.D.Y), Motoma IO’s PyLoris, Slowloris and TOR’s Hammer
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The networks were tested by community and alertness layer attacks with the use 
of ICMP flooding with a thousand echo requests with increasing buffer size from 
3700 to 3805 bytes. The use of DDoS attacks such as LOIC, R.U.D.Y, and slowloris 
that simulated attacks denied valid users to get admission to the web software 
portal. When performing the simulated DDoS assaults, the real user monitoring 
records are taken as the standards, and parameters have been amassed for the logs to 
assist generated graphs for DDoS attacks. These parameters had been chosen due to 
the fact that they decide what performance problems the real users are experiencing 
on the site for the time being in actual time during an assault.

• Average ICMP latency (milliseconds) before and during the course of DDoS 
attacks on the apps

• Page load response that refers to time the app pages take to load and figuring 
out where exactly the time is spent from the time a user logs authenticates and 
logs in to until the page has loaded completely

• App response relates to the percentage time for a page load process to 
complete

• Status codes are gathered from the HTTP reputation codes the web server 
makes use of to communicate with the web browser or person agent

6. Performance analysis

6.1 Single-tier network architecture

The first framework was structured and implemented in the form of a single 
inbound and exit gateway. This mimicked the single-tiered level system includ-
ing standard system design, directing the interfacing with an online interface 
containing the front end and back end. This simulated the standard cloud-
based condition having a basic standard system configuration actualized in a 
server farm with hardware devices mentioned in the setup environment above 
(Figure 6).

Using the standard design, single-tiered architecture, multi-vector DDoS attacks 
were executed as network floods and volumetric and application layer 7 attacks. 
These critically overloaded and degraded the computing systems leading to access 
issues for legitimate users. Logs and data gathered for each attack are displayed 
below for reference (Figures 7–9).

6.2 Three-tier network architecture

The second infrastructure was designed as per the proposed design having three 
unique tiered designs. Each tier has different IP address schemes and communicates 
with others via site-to-site VPN. This design simulated public and private cloud 
integration. The first two tiers focused only on security protection against network 
and application layer attacks. The third tier only focused on access to the hosted 
SaaS application with database backend:

• The first Tier is built around layers 3 and 4 network defense system for IP and 
TCP defense using hardware firewalls and load balancer. This tier mitigates 
ICMP (Ping), UDP, or SYN flood attacks.

25

Cloud Computing Security Services to Mitigate DDoS Attacks
DOI: http://dx.doi.org/10.5772/intechopen.92683

Figure 7. 
Single-tier DDoS attack logs.

Figure 6. 
Traditional architecture design (single-tier).
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• The second Tier provides layer 7 application defense using web application 
firewalls and customized load balancing rules along with SSL termination. 
This tier mitigated ARP spoofing, POST Flood, and DNS poisoning and 
detected malwares from inbound user traffic.

• Once both network and application attacks are cleaned from the traffic, only 
legitimate user traffic remained. This traffic is directed to access the private 
tier cloud (or the third tier), hosting only the SaaS Web portal. After process-
ing and completing the work, user traffic is again reverted to tier 2 for exit 
instead of tier 1 and following the same traffic route back to the user. This form 
of asynchronous routing ensures the attackers are not able to execute denial of 
service attacks that always have the condition of user traffic having the same 
inbound and outbound gateway and traffic routes (Figure 10).

DDoS assaults were performed at first on the single-level system plan and our 
proposed three-level system structure and assembled result that demonstrate 
our proposed half-breed cloud configuration having the main level for accepting 
inbound traffic from clients and aggressors with layers 3 and 4 gadgets and perform-
ing system assault alleviation, utilizing a system firewall blocking ICMP floods. The 
inbound traffic was then permitted to stream to the second level which alleviated 
application-level assaults utilizing a WAF. Here utilizing F5 and Cisco gadgets intelli-
gently, we had the option to square 80% of the assaults. This was assembled subse-
quent to contrasting the assault information and single-level system arrangement. 
The three-level system configuration is executed in a test server farm with Cisco 
and F5 arrange gadgets for steering, VPN, and exchanging. We utilized VMware 
and Microsoft operating system servers with a SQL server as backend database to 
mimic cloud-based SaaS applications. DDoS assault reproductions were performed 
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outcomes after the assaults. ICMP flooding was performed with 1000 reverberation 
demands each with expanding support size (3600–3800 bytes) with each assault. 
They made the objective server to react and process the ICMP demands, taking cost 
of CPU assets and at last square substantial solicitations. Application-level assaults 
were finished utilizing HTTP Flood GET assault with expanding string check and 
1200 reverberation demands utilizing “GET/application/?id=479673msg=BOOM
%2520HEADSHOT! HTTP/1.1Host: IP” and moderate attachment development 
mimicking moderate HTTP assault utilizing perl with logs taken from Wireshark.

Device logs gathered for each attack are illustrated in Figure 11.

6.3 Comparing single- and three-tier architectures

DDoS attacks were performed on single-tier and the proposed three-tier infra-
structure architecture and results gathered for real user monitoring parameters 
during the network attacks (Figure 12).

Figure 10. 
Proposed three-tier architecture.

Figure 11. 
Three-tier logs (network attack).
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6.4 Single-tier logs and data analysis

The below data and graphs illustrate the network firewall and application layer 
logs and graphs for the DDoS attack performed on single-tier data center architecture 
in order to determine the resilience for handling DDoS attacks. In Figure 13 network 

Figure 14. 
Single-tier application attack logs.

Figure 13. 
Single-tier attack parameters.

Figure 12. 
Network and web defense trends.
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firewall defense is implemented after attack#2 with ICMP, page load, browser 
throughput, and application response as the key values.

Figure 14 illustrates real user monitoring values obtained during an application 
layer attack on single-tier network infrastructure in which application firewall 
defense is implemented after attack#2 with ICMP, page load, browser throughput, 
and application response key values.

Results of single-tier architecture attacks obtained before and during the DDoS 
attack are presented in Figure 15. This has the average ICMP, browser throughput, 
page load response, and application server response.

Figure 15. 
Single-tier network attack parameters.

Figure 16. 
Three-tier attack logs.
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6.5 Three-tier logs and data analysis

DDoS attacks are performed on the designed network architectures and 
network and application attack results obtained before and after attack scenarios. 
Network attacks like ICMP flood are done with 1000 ICMP echo requests with 
each increasing the attack buffer size from 3700 to 3805 bytes. Application 
attack like HTTP Flood attack is done by increasing the thread count by “GET /
app/?id = 437793 msg = BOOM%2520HEADSHOT! HTTP/1.1 Host: IP” and slow 
socket buildup simulating slow web attacks by the use of perl. The logs and Data 
gathered are gathered from the network firewall; for each attack is displayed in 
Figure 16.

Figure 18. 
Real user monitoring for ICMP (single- and three-tier).

Figure 17. 
Three-tier architecture attack parameter results.
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Results of three-tier architecture attacks obtained before and during the DDoS 
attack are presented in Figure 17. This has the average ICMP, browser throughput, 
page load response, and application server response.

The graph in Figure 18 presents the results of three-tier architecture attacks 
obtained before and during DDoS attack for ICMP response.

Results of three-tier architecture attacks obtained before and during DDoS 
attack for page load response is presented in Figure 19.

Results of three-tier architecture attacks obtained before and during DDoS 
attack for browser throughput are presented in Figure 20.

Results of three-tier architecture attacks obtained before and during DDoS 
attack for application server response is presented in Figure 21.

Figure 19. 
Real user monitoring for page load response (single- and three-tier).

Figure 20. 
Real user monitoring for browser throughput (single- and three-tier).
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Figure 22. 
SaaS availability monitor.

The below graph displays the availability trend metrics obtained after performing 
the DoS attacks on the two architectures for network and application layer design 
(Figure 22).

6.6 Result analysis

After analyzing the infrastructure, we now focus on what the cloud infrastruc-
ture has to offer for implementation (Figures 23–25).

1. Firewall → Prevent threats entering the network from outside.

2. Active directory → Authentication, authorization, and group policies for 
 access management.

Figure 21. 
Real user monitoring for application server responses.
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3. Web application firewall → Protects web servers and manages the incoming 
and outgoing requests.

4. Web Security Gateway → Web proxy filters manage and monitor websites 
visited by users in network.

5. Email security → Scans, monitors, and protects emails incoming and  
outgoing.

Web application firewall (WAF) prevents DDoS attack including SQL injection 
and XSS attacks to name a few. This is integrated with the implementation as shown 
in Figure 26.

Figure 23. 
Populated report for file server access activity on cloud-based premises.

Figure 24. 
Threats blocked based on the requests coming into the cloud system.
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7. Conclusion

According to our findings and our recommendations having a private cloud, 
setup is best suited for the larger organizations due to the limitations of going on 
public cloud infrastructure in terms of bandwidth, data confidentiality, cost of 
Internet, and cost of its recommended with requirements for infrastructure itself 
on a public cloud. Setting up a private cloud helps organizations to mitigate risk 
with confidence and keep 100% control changes to the platform. However, not 
forgetting the security risks associated with a private cloud infrastructure in areas 
such as web application firewalls, web security gateways, main gateway firewall, 
end point security protection, etc., it is essential to have these security appliances 
implemented with the infrastructure to maintain and protect the cloud environ-
ment from outside threats.

Figure 25. 
Logs displaying the threat level with its warning on a cloud-based setup.

Figure 26. 
Shows how an attack gets categorized in the WAF.
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Chapter 3

A General Systems Approach
to Cloud Computing Security
Issues
Svetlana Aristova, Yousef Ibrahim Daradkeh and Petr Korolev

Abstract

An intensive stream of messages about the problem of cloud computing security
and a significant number of proposals to mitigate and prevent violation of data
privacy and the integrity of the cloud computing environment indicate the rele-
vance and significance of the problem. To bring everything into a certain system is
the task of this chapter. We use different methodological approaches in order to
find such an integrated solution to the combination of these approaches that, on a
unified methodological basis, would allow us to look at the whole range of widening
issues of ensuring security and the organization of thinking and activity in the near
future. This approach allows us to identify additional problems in this area and
outline a program for their development. We try to build a system of methodolog-
ical design and research over the many private methodologies that authors of
articles usually use, relying on the experience of generalizing and concretizing
system approaches, and, in particular, expanding geographical and historical
boundaries, including system generalizations of intercultural studies and philo-
sophical movements. An attempt is made to disassemble the security problem of
cloud computing into a certain number of layers, processes, and technologies of
thinking, and to reconnect them into a single whole with the character of thinking
and activity.

Keywords: cloud security, general systems methodology, audit

1. Introduction

Many scientific articles, many conferences, many projects are aimed at solving
the issue of cloud computing security. Questions suited to this have theoretical and
practical significance nevertheless, the problems and significance of this issue have
not been identified in its acuteness and clear wording. In all likelihood, the
problematization process lacks additional emphasis, namely, the emphasis on
determining the positional structure of places for which this issue is significant;
emphasis on creating an organizational structure and a system of interactions in
which this issue would acquire practical significance and organizational certainty;
finally, the emphasis on security and cloud computing as objects with which you
can operate and technological chain of operations with objects.

The methodological approach in which we intend to pose a problematization,
with the inclusion of the three accentuations described above, was developed for
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30 years by a group of developers since 1954. In 1984, it had acquired the form of a
pattern of thought activity, such as a scheme of organization of thinking and
activity. It has its applications in the context of practical activity of the multidis-
ciplinary group [1, 2]. The practice of applying this methodological principle has
become an organizational-activity game. The application of this methodology made
it possible to organize extensive research and development material in the field of
cloud technology security and to reveal the inadequacy of a number of topics.

The material of our research is 368 articles published in the world press over the
past 15 years, with rare exceptions when we turn to earlier works (e.g., on mem-
brane calculations, which were reported in Heidelberg at the 1982 symposium) [3].
It is worth noting that in 2005 in Baltimore, Maryland, the 14th Symposium on
Security (USENIX Security 2005) took place, in 2009—the 25th Conference on
Computer Security Applications (ACSAC 2009); in the same year in Bangalore,
India, an international conference on cloud computing took place. With a relatively
stable number of conferences devoted to this topic, it is worth noting the surge in
interest in this topic in 2012, 2014, and 2016. The topic of cloud computing has been
especially updated since 2016. John Willey & Sons published the Computer Com-
puting Encyclopedia (2016), held the 9th International Conference on Utility and
Cloud Computing ACM, 2016; Honorulu hosted the 10th International Conference
on Cloud Computing (CLOUD), IEEE, 2017; Workshop on Cloud Computing
Security took place in Dallas. Among other things, 31 conferences in Taipei, Taiwan
2017, and the IEEE International Conference on Cloud Engineering (IC2E 2018)
were held; the book edited by W Rivera “Sustainable Cloud and Energy Services:
Principles and Practice” (Springer International Publishing, Cham, 2018) has wide
expansion. The emphasis of research and development is moving toward the devel-
opment of the computing industry, its applied aspects, such as advanced computing
and IT, convergent cognitive IT, Security and privacy (SP), parallel and distributed
processing, offensive technologies, Internet of Everything, defined network and net-
work function virtualization, moving target defense, Internet of Things (IoT), and
dependable computing (15th European Dependable Computing Conference 2019).

2. Literature review

The topic of cloud computing security has a wealth of development and gener-
alization material. Farnga [4] provides a risk assessment table for the cloud com-
puting environment, introducing three attributes: Probability of Vulnerability
(improbable 1, probable 2, occasional 3, frequent 4); Risk Impact (negligible A,
marginal B, critical C, fatal D); and Severity Category (low 1A, 2A, 1B; medium 3A,
4A, 2B, 3B, 1C, 2C; high 4B, 3C, 4C, 2D, 3D, 4D). He marks vulnerabilities (Session
Riding and Hijacking 4D, Virtual Machine Escape 2D, Reliability and Availability of
Service 2C, Insecure Cryptography 3C, Vendor Lock-in, Data Protection and Porta-
bility 2C, Internet Dependency 3A) and prescribes protocols to prevent them
(Table 1). He also defines threats and marks them: Abuse and Nefarious Use of
Cloud services 4A, Insecure Interfaces and APIs 3C, Insider threat 3D, Data Loss
and Leakage 2D, Account or Service Hijacking 4B, Unknown Risk profile 3D, and
recommends risk mitigation protocols. Operational risks (4D) are the following:
implementing too quickly, integration issues, moving the wrong data or applica-
tions to the cloud, compliance, and cost implications.

In addition to such purely practical manuals, literature is replete with a variety
of areas of research and development in the field of cloud computing. Here are some
of them. Wazid et al. [5] view fog computing as an add-on for cloud computing,
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which is why fog computing inherits all of the security and privacy issues inherent
in cloud computing. They report that they have developed a new key management
and user authentication security scheme, named by them as SAKA-FC. The devel-
opment is based on the well-known Real-Or-Random (ROR) model and the Auto-
mated Validation of Internet Security Protocols and Applications (AVISPA) tool.
The scheme finds its effectiveness for its use in smart devices with a one-way
cryptographic hash function. Guan et al. [6] discuss issues related to data security
protection of personal data in fog computing. Fog computing, as an intermediary
layer between the cloud and the end user, according to the authors, is precisely the
solution to the problems of cloud computing security. This chapter discusses the
design of a solution to ensure data security and privacy in fog computing. It is

Protocol Description

AC-2 Account management

AC-5 Separation of duties

AC-6 Least privilege

AC-10 Concurrent session control

AC-11 Session lock

AT-2 Security awareness

SC-13 Cryptographic protection

SC-23 Session authenticity

SC-24 Fail in known state

SC-27 Operating system—independent applications

SC-28 Protection of information at rest

SI-3 Malicious code protection

SI-4 Information system monitoring

SI-7 Software, firmware, and information integrity

SI-13 Predictable failure prevention

SI-14 Nonpersistence

SI-15 Development process, standards and tools

CM-2 Baseline configuration

CM-6 Configuration setting

CM-7 Least functionality

CA-7 Continuous monitoring

CA-8 Penetration testing

CP-11 Alternate communications protocols

PM-12 Insider threat program

AR-4 Privacy monitoring and auditing

DM-2 Data retention and disposal

AU-12 Audit generation

Source: Farnga [4].

Table 1.
Risk mitigation tools.
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reported that simply transferring the protection techniques used in the cloud to the
fog does not produce the desired effect. Alamer et al. [7] explore the safety of road
traffic systems (CVCC) by modeling a network of cloud-based moving mechanisms
in the form of a two-phase heterogeneous public good game (HPGG Model). This
development helps develop security solutions for communications such as vehicle-
to-vehicle and vehicle-to-infrastructure, as well as the ability to integrate smart
devices and various CVCC applications. Sharma et al. [8] considers that the best
solution to protect the cloud from attacks is to use intrusion detection systems (IDS)
in combination with different detection techniques. The chapter presents various
architectures based on the cloud IDS, which are embedded cloud environments to
address various security issues. Fadi and Hemayed [9] provide a literature review of
the proven clouds that are used in infrastructure as a service contracts. The authors
argue that the integration of the new technology, which is trust computing, with
cloud computing can be provided by the proposed architectural solutions of the
infrastructure as a service and on the grounds on which user trust in cloud service
providers arises. Remote certification and a trusted virtual domain are important
security considerations for cloud computing. A security model based on the separa-
tion of the security domain was proposed by Xu and Zheng [10] for telecommuni-
cation services. Security measures cover the storage, processing, and transmission
of data in the cloud. Instead of traditional computational models of cryptographic
protection, Maharajan and Paramasivan [11] offer molecular protocol (DNA)
membrane computing protocol. Qui and Kung [12] as invited editors provide a clear
overview of 14 articles on the topic of cloud computing security. They were selected
from 57 proposed articles. The urgent need for the development of techniques and
tools for cybersecurity of clouds is noted. Among the authors of the articles are
noted groups Ali, Zhang, Lee, Li; Fowley, Chen, Islam, and Sha; Chi, Luna, Awad,
Cafaro, Zhang, and Xu are well known in the professional community. The various
cybersecurity techniques and tools described by these research and development
teams are described. Xu et al. [13] analyze the relationship between openness and
cloud security by addressing the results of this analysis (quantitative methods and
qualitative analysis of investments in security and openness) to cloud computing
providers to adopt an optimal investment strategy for openness and security. Sajai
et al. [14] offer a hybrid technology of cryptographic data protection in the cloud,
combining homographic and blowfish algorithms. Wei et al. [15] noted that,
according to data released by the Cloud Security Alliance (CSA) and the Institute of
Electrical and Electronics Engineers (IEEE), there has been an increasing involve-
ment of cloud computing for manufacturing purposes. The authors draw attention
to the complex nature of the cloud system, introduce indicators for evaluating the
cloud computing system, and propose a rule of believe (BRB)-based model for
predicting the safe state of the cloud. This model combines a system of expert
assessments and long-term data analysis and has three levels focused on the safety
of equipment, software, and services. Bhandari and Zheng [16] describe 12 cloud
security threats, such as data breach, insufficient identity, credential and access
management, insecure interface and APIs, system vulnerabilities, account
hijacking, malicious insiders, advance persistent threats, data loss, insufficient due
diligence , abuse and nefarious use of cloud services, denial of services, and shared
technologies issues. Donno et al. [17] analyze the situation in which every “thing” is
connected to the Internet. From the point of view of security, the technological
revolution brings with it many dramatic moments. The authors offer a comprehen-
sive overview of cloud computing security issues in the Internet of Things era. The
bibliography for the article has 149 sources. Matheus and Vieira [18] at the student
forum of the 15th European Dependable Computing Conference (EDCC 2019)
presented a four-step sequential change model for a cloud architecture model,
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extending the availability and security model to a holistic cloud presentation model
and security assessment using Moving Target Defense.

This diversity is striking in its diversity and, in order to deal with the funda-
mental, essential side of the problem, the proposed methodologies are of little use
due to their inconsistency. But the first layer of ideas is nevertheless lined with
them. So, we have a certain field of practice and a subject built on it, which
combines problems and tasks, knowledge, models and experiments, languages and
methods. For the purpose of generalizing and translating this design into a
megamachine’s plan, it is worth building a block of private methodologies, as well as
blocks of methodological design, research, and auto-reflection. So, in relation to the
world of things covered by the new digital context, the following can be said. (1)
The Internet of things, this new era in the sociocultural development of mankind,
requires a certain environment in which each thing has its digital counterpart. A
new layer of material organization is taking shape when, by referring a digital
double to a thing, the latter reveals itself not only in the localities, but also in new
qualities, in new directions of its use. (2) This environment, being distributed
everywhere, resembles a certain smart layer covering the entire terrestrial space of
things, it contains the systemic representation of a thing in its dynamics, the totality
of all kinds of actions with a thing. (3) Speaking of the world of things, we include
their interacting and developing aggregates in it, we expand the world of things to
the world of activity, with the help of which things are not only created and
consumed, but also undergo the influence of constructive thought. In this sense, we
can talk about the world of thought activity. Ideal objects of scientific substantive
thinking, cult rituals, customs of communication and polemics—all these—form
this intelligent world of activity. (4) In a sense, the Internet of things with its
infrastructure and cloud computing platforms should be considered one of the
forms of such a world of thought activity. (5) An industrial structure is taking shape
in which a thing is made with its digital counterpart. This makes the thing more
convenient and at the first stage more expensive. Issues of owning a thing, trans-
ferring it by inheritance, its commercial use, that is, giving a thing a certain active
beginning, can also have their object form and their digital counterpart. (6) Cus-
toms, ethics of relationships, trust, and control are things in our world. How will
they evolve with the development of the digital era? What customs need rethink-
ing? Is it always necessary to duplicate the predominantly conflict-free world of
things in the world of cloud computing? Is activity based on principles other than
the order of the real world? Data in our world, everywhere is gaining special
significance, both in business and in the social environment. He pointed out that
only 17% of companies make data-driven decisions. By 2025, the global data volume
will grow 10 times and reach 163 Zettabytes (one Zettabyte contains 10 to the 21st
power of bytes), and most of these data will be generated by enterprises, not
consumers. Sixty percent of the world's data will be created by business organiza-
tions. Almost 20% of all data in the global infosphere will play a critical role in
everyday life, and about 10% will be “supercritical.” Almost 90% of all data will
require a certain level of security, but only half of them will be really protected. The
growth of big data and metadata will lead to the fact that by 2025 each average
inhabitant of the Earth will begin to interact with devices connected to networks
about 4800 times a day, according to one interaction procedure every 18 seconds.
The share of the global information sphere under analysis will increase by 50 times
compared to the current one, reaching 5.2 ZB; and the amount of data analyzed with
the participation of cognitive systems will grow 100 times, amounting to 1.4 ZB.
Almost 20% of the data generated will be real-time information, with more than
95% of the data coming from IoT devices [19]. These estimations mean that the
problem of security of calculating and computing media will remain actual one.
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3. Methodologies

The data used in this study is taken from open sources. The methodologies used
by researchers can be expanded to private system-structural methodologies of
management, sciences, engineering, and production. We are trying to look at the
situation associated with the use of cloud computing from a wider angle by intro-
ducing another add-on—the general methodological system-structural design and
prospecting ([1], p. 103). You can implement several plans: (1) look through all the
literature and write an attitude toward it, making some kind of system generaliza-
tions and arrangements; (2) write independently of the literature your understand-
ing of the situation and construct a certain field for assembling sources and
identifying niches for their subsequent filling; (3) and design the futures.

When we retrospect to the past studies on this issue, we focus on the following
passage from G. Schedrovitsky’s paper of 1981, titled “Principles and general plan of
the methodological organization of the systems and structures studies and elabora-
tions” ([1], pp. 88-114). He wrote: We distinguish eight projects in which the
system principle is developing.

This is a project for the development of specific sciences and areas of engineer-
ing and practice due to systemic representations, concepts, and methods of analysis
[20–22]; three projects of the “general theory of systems,” similar to the natural
science theories, such as physics, chemistry, biology [23–31], similar to traditional
mathematics such as geometry and algebra or Shannon information theory
[22, 32–37], according to the type of metamathematics in the sense of Hilbert and
Klinn [38, 39], a practical methodology or methodology of the type of disciplines
such as the study of operations, decision analysis [40–42], an engineering method-
ology such as systems engineering of Good and Mackoll [43–47], the so-called
system philosophy [48] and system-structural methodology as a division of the
general methodology [49–58].

The first seven proposals have a historical prototype already implemented on
another material. This is their forte. At the same time, in our opinion, this raises
major objections. When each of the participants in the systemic movement offers
his own professional solution to systemic problems, he acts as an agent of the
already existing and functioning sphere of thinking and activity—science, engi-
neering, mathematics, philosophy, etc. He has formed as a “system engineer” inside
of the sphere, and by virtue of this, he is always connected and limited to that
particular cultural and historical situation in which he understood the meaning and
importance of systemic problems and tasks. Consequently, in the final analysis, he
always only develops, due to systemic means and methods, the professional orga-
nization of his initial thought activity. However, it is well known (and can even be
considered universally recognized) that the systemic movement has developed and
is developing as an interdisciplinary and interprofessional formation. This means
that it must form and create an organization that goes beyond the scope of each
individual scientific discipline and each individual profession. Consequently, the
system movement in its formation and development should take into account the
contemporary sociocultural situation as a whole, and proceed from an extremely
wide understanding of the possibilities and prospects of its development.

In our opinion, in the current sociocultural situation, at least eight points that
have the most direct connection with the systemic movement can be distinguished.

The first of these is the process of an ever-deepening differentiation of sciences
and professions. Progressive in the eighteenth and nineteenth centuries, it has now
led to the design of a mass of isolated sciences, S and PM (see Figure 1), each of
which develops almost independently of the others. These subjects now not only
organize but also limit the thinking of researchers. Receptions and ways of thinking,
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new techniques and new methods created in one subject do not apply to others.
Each science creates its own ontological picture, which is not compatible with the
ontological pictures of other objects. All attempts to build a unified or at least
connected picture of our reality run up against great difficulties.

The second point is the existence of highly specialized transferring channels of
fragmented culture. The mathematician does not know and understand physics
well, not to mention biology or history. The philologist, as a rule, does not know
mathematics and physics, but is equally poorly versed in history and its methods.
Already at school, we begin to divide children into those who are capable of math-
ematics and capable of literature. The idea of general education is increasingly being
destroyed by the idea of specialized schools.

The third point is the crisis of classical non-Marxist philosophy, caused by the
realization of the fact that this philosophy has lost its means of controlling science
and has lost the role of coordinator in the development of sciences, the role of
mediator, transferring methods and means from one science to another. This cir-
cumstance became clear already in the first quarter of the nineteenth century and
became the subject of special discussion. K. Marx and F. Engels paid much attention
to it in their works, which redefined the functions of philosophy in relation to the
natural and human sciences. The loss of a direct connection with philosophy led
various sciences to develop their own forms of awareness, their own individual
philosophy. This has provided the basis for various forms of positivism, and in
recent times has given rise to the so-called “scientism.”

The fourth point is the design of engineering as a special activity that combines
design with various forms of quasi-scientific analysis. The traditional academic
sciences, which were developed in many ways immanently, were divorced from
new areas of engineering, and this forced engineers to create new types of knowl-
edge systems that did not meet traditional patterns and standards. Information
theory and cybernetics are just the most striking examples of such systems. At the
same time, the problem of the relationship between design and research appeared
and began to be intensively discussed.

The fifth (very important) moment is the continued isolation within the activity
and the isolation of various production technologies, which acquire self-sufficient
importance and become, as it were, a new principle and an objective law in the
organization of our entire life activity and ultimately subordinate to ourselves both
the activity, nature and behavior of people. Maintenance of these technologies is
becoming the primary need and almost the main goal of all social activities. At the
same time, technological forms of organizing activities are constantly formalizing
and becoming increasingly important, which apply to thinking.

The sixth point is the formation, design, and partial isolation of design as a
special kind of activity. As a result, the issue of the relationship and correlation of
the actual design and research developments arose even sharper. Designing directly

Figure 1.
Four squares, diagonal (a), triagonal (b), quadrogonal (c), and hexagonal (d) images depict a form of
research organization of a certain set of practices EK.
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3. Methodologies
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new techniques and new methods created in one subject do not apply to others.
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design with various forms of quasi-scientific analysis. The traditional academic
sciences, which were developed in many ways immanently, were divorced from
new areas of engineering, and this forced engineers to create new types of knowl-
edge systems that did not meet traditional patterns and standards. Information
theory and cybernetics are just the most striking examples of such systems. At the
same time, the problem of the relationship between design and research appeared
and began to be intensively discussed.

The fifth (very important) moment is the continued isolation within the activity
and the isolation of various production technologies, which acquire self-sufficient
importance and become, as it were, a new principle and an objective law in the
organization of our entire life activity and ultimately subordinate to ourselves both
the activity, nature and behavior of people. Maintenance of these technologies is
becoming the primary need and almost the main goal of all social activities. At the
same time, technological forms of organizing activities are constantly formalizing
and becoming increasingly important, which apply to thinking.

The sixth point is the formation, design, and partial isolation of design as a
special kind of activity. As a result, the issue of the relationship and correlation of
the actual design and research developments arose even sharper. Designing directly
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and with all acuteness ran into the problem of the ratio of natural and artificial in
the objects of our activity [45, 51]. None of these problems has been resolved within
the framework of traditional sciences.

The seventh point is an increase in the importance and role of organizational and
managerial activity in our entire social life. Its effectiveness depends primarily on
scientific support. However, traditional sciences do not provide the knowledge
necessary for this activity; this is primarily due to the complex, synthetic, or, as they
say, complex, the nature of this activity and the analytical, or “abstract,” nature of
traditional scientific disciplines.

The eighth point (also especially important) is the appearance of a new type of
science, which could roughly be called “complex sciences.” These include the sci-
ences serving pedagogy, design, military affairs, management, etc. Now these com-
plex types of practices are served by chaotic agglomerations of knowledge from
various scientific disciplines. But the complexity and versatility of this practice, its
orientation at the same time both on normative, artificial, and on implementation,
natural plans of activity require a theoretical unification and theoretical systemati-
zation of artificial and natural knowledge, which cannot be achieved.

Contemporary situation in general systems theory looks like the same described
by G. Schedrovitsky in 1981 ([1], pp. 88-114). Some additions to this domain make
it more clear. An article in Wikipedia [59] pays attention to the point that systems
theory is the interdisciplinary study of systems. “The goals of systems theory are to
model a system’s dynamics, constrains, conditions, and to elucidate principles (such
as purpose, measure, methods, tools) that can be discerned and applied to other
systems at every level of nesting, and in wide range of fields for achieving opti-
mized equifinality.”

Dubrovsky ([60], p. 20) makes endeavor to reinterpret the system approach of
G. Schedrovitsky. Zilberman [61] identifies six types of cultural traditions. The
Vedanta scheme characterizes the Indian type of tradition (methodological thinking
as actually “understanding”), the mimansa scheme is the Tibetan type (conceptual
or “substantive” thinking), and the Vaisheshika scheme is the new European type
“imaginative,” axiological, or historical thinking. Further, the nyaya scheme char-
acterizes the Hellenic type of tradition (organizational, axiomatic, mathematical-
theoretical, formal-logical thinking), the Sankhya scheme—the Chinese type
(“projective,” “preformative,” praxeological thinking), the yoga scheme—the Japa-
nese type (phenomenological, or existential thinking). All these complex calcula-
tions, however, are necessary for Zilberman to label or draw another universal
picture of world cultures and civilizations, in the manner of Spengler or Toynbee.
Here, rather, a method of intercultural interaction is proposed, with the help of
which one can describe any system of culture and at the same time not fall into
naturocentrism. By modifying the types of philosophical systems, Zilberman
focuses on the ideal of complete modalization of all philosophies so that a “sum of
philosophy” arises and the true history of this discipline begins. The thread of modal
methodology lies in the fact that for the first time it consciously and intentionally
refers not to versions of “reality” as unconditionally natural and therefore prob-
lematic for consciousness, but to typological thoughts that it improves. In this sense,
the modal methodology plays the role of Philosophia Universalis [61].

4. Results and discussion

4.1 Preliminary data

From our point of view, the specific organizations that solve these problems are
the organizations of methodological thinking and methodological work, which
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should not be identified either with the philosophical proper or with the scientific
forms of organization of thinking and activity.

The methodology takes into account the differences and the multiplicity of
different positions of the figure in relation to the object; hence, work with different
ideas about the same object, including different professional ideas, in this case,
knowledge itself and the fact of their multiplicity, are considered as an objective
moment in the research situation.

Figure 1 depicts four squares, we will call them diagonal (a), triagonal (b),
quadrogonal (c), and hexagonal (d) images; they depict a form of research organi-
zation of a certain set of practices Ek. By practices, we mean the entire existing set
of activities related to the use of cloud computing, as well as ensuring the security of
the use of the cloud. These practices are described within the framework of the Sk
description languages that cover them. Note that these languages are different, and
translation from one language to another is hardly possible. Means and methods, as
well as a description of problem areas and their resolution tasks, are provided by a
layer of partial applied methodologies (in the figure they are designated as PMk).
The triagonal image (b) defines the organizational form of the structure of the
simplest scientific subject.

In special logical and methodological studies (see, in particular, [62];
pp. 106-190), it was established that in every scientific subject there are at least nine
different epistemological units: (1) problems, (2) tasks, (3) “observable facts,”
(4) “experimental data,” (5) the totality of the general knowledge that is built in
this scientific subject, (6) ontological schemes and pictures, (7) models, (8) tools
(languages, concepts, categories), and (9) methods and techniques. This is a set
of basic blocks of a scientific subject.

Our task is to find a solution to the problem of ensuring the security of cloud
computing in some unified system language. To this end, we turn to the
quadrogonal image, introducing another layer—the general system-structural
methodology (in the figure, it is indicated by the letters GM). As part of this add-in,
work is underway to design and prospect the system area including as a part PMk,
Sk, and Ek. To the extent that the diagonal image is not complete, the same tetrag-
onal image is also not complete. Let us explain how this layer is built. Following the
“Principles and basic schemes of organizing systemic structural studies” ([1],
pp. 88-114), we turn to the hexagonal image. It adds two more add-ons, which we
marked with the letters R and A, methodological reflection, or auto-reflection
(metamethodological area) and audit (the type of methodological research by
which the layers of practice, descriptions, applied and general methodology are
added and adjusted). The problem areas identified in the layer of private method-
ologies are also accompanied by a general description that includes, in addition to
the technical, engineering, and managerial contexts (determined by the practi-
tioners of experiences), a certain general sociocultural context. This is generated by
audits at all levels of the methodological organization, from specific practices to the
organization of the design and futures of partial methodologies.

We used the kinematic scheme [60] for organizing methodological work in the
field of cloud computing security. The kinematics of the scheme lies in the fact that
it combines several methodological schemes, both early in appearance and subse-
quent ones. The scheme by which David Zilberman tries to build a modal method-
ology as a sum of methodologies (1973) is supplemented by a scheme of thought
activity (1980)([1], pp. 281-298), a scheme of organizing a system-structural
methodology (1981) ([1], pp. 88-114), and scheme (2016) that we use when work-
ing on the theme of Observation and Audit of the Processes in Experiences with
Uncertainty [63] and the scheme (2000) when we were working on the topic of
Reflexive Control [64]. We also used our ideas about the inclusion of thinking
technologies, such as problematization, objectification, self-determination, and
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tions, however, are necessary for Zilberman to label or draw another universal
picture of world cultures and civilizations, in the manner of Spengler or Toynbee.
Here, rather, a method of intercultural interaction is proposed, with the help of
which one can describe any system of culture and at the same time not fall into
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methodology lies in the fact that for the first time it consciously and intentionally
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should not be identified either with the philosophical proper or with the scientific
forms of organization of thinking and activity.

The methodology takes into account the differences and the multiplicity of
different positions of the figure in relation to the object; hence, work with different
ideas about the same object, including different professional ideas, in this case,
knowledge itself and the fact of their multiplicity, are considered as an objective
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the technical, engineering, and managerial contexts (determined by the practi-
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schematization, in this kinematic scheme, which has an enneadic form. Study of the
material allows us to focus on the action plan: Step 1—an idea of organization as a
platform for the formation of a space of thinking and activity; the formation of
platforms and specific phrases of the principles of organization of activity and
ontological pictures and vision through them. There we use techniques presented in
[34]. Step 2—the process of self-determination and schematization. The layer of
thought activity, its formation and occupation, determination of the order of possi-
ble interactions, and communications, as well as reflective exit (mutation). The
status of the scheme as the basis for determining the understanding of the texts of
communication and capturing the meanings that the text carries on itself. Step 3—
from positioning and sketching to objectification. Object as a result of the integration
of self-determination, problematization, and schematization. An object as it is and a
tool for the deployment of an organizational-activity plan. Step 4—from positioning
and schematization through retrospection to problematization. Complex reflective
transitions. Problematization is included in the text of thought-communication and
serves as a basis for developing a picture of the world, the foundations of existence
and individuation. Step 5—inverse processes. The impact of problematization on
positioning and re-determination, the movement of a positional structure; the
impact of problematization on the schematization and construction of tools that
capture a thought from a communication text. Step 6—inverse processes. The
impact of objectification on positioning and re-determination, the movement of a
positional structure; the impact of objectification on the schematization and con-
struction of tools that capture the idea from the text of communication. Step 7—
integral view from the modus of the absolute. Relativity of the absolute, translation
of culture and reproduction of activity. Norms and as the ultimate types of absolute
and as moments that determine the principles of organization of activity and onto-
logical design, respectively. Step 8—a bridge between self-determination in a posi-
tional structure (collective) and objectification and individuation.

If the substantive content is constantly kept in mind, and it is with it that we are
obliged to constantly touch and shape it, then it is worth using different techniques.

If time is a decisive factor, then there is a middle ground between security and
the speed of the cloud’s response to a user’s request. In other words, protection has
its reasonable limit. And so that the attacker does not violate the integrity of the
cloud, its normal functioning, a special kind of work is required with a potential
client of this kind. Forcing, for example, to write complex programs for passing
defense mechanisms, so that these codes can be used in crypto technologies.

4.2 Limitations

We limited ourselves to a fragment of an array of publications on the topic of
cloud computing and ensuring their security. We did not conduct constructive
criticism sufficient to decompose these texts into elements, units of a new assembly.
The mention of a certain set of points that the authors of the articles draw attention
to serves to approach the problem from different angles. This study is intended
for practitioners who could better articulate their requirements for ordering a
comprehensive methodological study.

We limited ourselves to take in account those works that will be made at
Moscow Methodological Circle [34] concerning the systems and methodology [1].

5. Conclusions

An approach we have developed allows us to identify additional problems in this
area and outline a program for their development. We try to build a system of
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methodological design and research over the many private methodologies that
authors of articles usually use, relying on the experience of generalizing and con-
cretizing system approaches, and, in particular, expanding geographical and histor-
ical boundaries, including system generalizations of intercultural studies and
philosophical movements. An attempt is made to disassemble the security problem
of cloud computing into a certain number of layers, processes, and technologies of
thinking, and to reconnect them into a single whole with the character of thinking
and activity.

The application of the methodological schemes of the general methodology
allows us to transfer the body of texts of publications devoted to the security of
cloud computing from the category of research and engineering to the category of
practical, which would help to solve the problem of the relationship of openness of
cloud environments and their protection from external and internal threats. We are
strengthening the psychological thinking that underlies the agreement between the
cloud computing provider and cloud users, design and research thinking based on
substantive genetic logic. Its difference from formal logic is that its starting point is
the situation that develops as a result of the functioning and development of a
certain system of activity, in this case, the use of computing technologies in
the cloud, the organization of this industry, and the provision of a normal
functioning mode.

The expansion of the Internet of things with the inclusion of neuro prostheses
[65] and nano mechanisms in this circle will give the methodological organization of
security research a new meaning and additional significance. The transfer of the
global economy (both at the planetary and local levels) to new platforms based on
the inclusion of digital technologies in them will mean the isolation of the field of
computing and the formation on the basis of cloudy and foggy computing of a
sphere that needs proper immunity and its maintenance. The program idea of
Society 5.0 will also require additional rethinking of the existing practice of
protecting cloud computing from harmful influences

In our opinion, a systematic approach exists only as a unit and a particular
organization of the approach “and the corresponding organization of thinking and
activity” appear in the representatives of special sciences only because they borrow
the means, methods and ontology of methodological methodology and methodo-
logical approach. The goal to combine several different objects could be achieved
only by using the means and norms of methodology. The expression “system work,”
therefore, only describes the structure of methodological work and methodology;
thus, we can approach the issue of the specifics of the system approach. If we
choose a description in the theory of thinking, we will determine the specifics of
systemic thinking. But a system approach can also be described in the means of the
theory of activity, and then its specificity will be expressed and fixed differently.
Thus, here too we must take into account the moment of multiplicity of possible
representations. We have presented a figure in which we have reflected the princi-
ples of the methodological approach (Figure 1(d)), in which we tried to visualize
methodological machine for creating the environment of successful decision of the
Cloud Computing Security problems, listed in Section 2, “Literature review.”
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ble interactions, and communications, as well as reflective exit (mutation). The
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its reasonable limit. And so that the attacker does not violate the integrity of the
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criticism sufficient to decompose these texts into elements, units of a new assembly.
The mention of a certain set of points that the authors of the articles draw attention
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methodological design and research over the many private methodologies that
authors of articles usually use, relying on the experience of generalizing and con-
cretizing system approaches, and, in particular, expanding geographical and histor-
ical boundaries, including system generalizations of intercultural studies and
philosophical movements. An attempt is made to disassemble the security problem
of cloud computing into a certain number of layers, processes, and technologies of
thinking, and to reconnect them into a single whole with the character of thinking
and activity.

The application of the methodological schemes of the general methodology
allows us to transfer the body of texts of publications devoted to the security of
cloud computing from the category of research and engineering to the category of
practical, which would help to solve the problem of the relationship of openness of
cloud environments and their protection from external and internal threats. We are
strengthening the psychological thinking that underlies the agreement between the
cloud computing provider and cloud users, design and research thinking based on
substantive genetic logic. Its difference from formal logic is that its starting point is
the situation that develops as a result of the functioning and development of a
certain system of activity, in this case, the use of computing technologies in
the cloud, the organization of this industry, and the provision of a normal
functioning mode.

The expansion of the Internet of things with the inclusion of neuro prostheses
[65] and nano mechanisms in this circle will give the methodological organization of
security research a new meaning and additional significance. The transfer of the
global economy (both at the planetary and local levels) to new platforms based on
the inclusion of digital technologies in them will mean the isolation of the field of
computing and the formation on the basis of cloudy and foggy computing of a
sphere that needs proper immunity and its maintenance. The program idea of
Society 5.0 will also require additional rethinking of the existing practice of
protecting cloud computing from harmful influences

In our opinion, a systematic approach exists only as a unit and a particular
organization of the approach “and the corresponding organization of thinking and
activity” appear in the representatives of special sciences only because they borrow
the means, methods and ontology of methodological methodology and methodo-
logical approach. The goal to combine several different objects could be achieved
only by using the means and norms of methodology. The expression “system work,”
therefore, only describes the structure of methodological work and methodology;
thus, we can approach the issue of the specifics of the system approach. If we
choose a description in the theory of thinking, we will determine the specifics of
systemic thinking. But a system approach can also be described in the means of the
theory of activity, and then its specificity will be expressed and fixed differently.
Thus, here too we must take into account the moment of multiplicity of possible
representations. We have presented a figure in which we have reflected the princi-
ples of the methodological approach (Figure 1(d)), in which we tried to visualize
methodological machine for creating the environment of successful decision of the
Cloud Computing Security problems, listed in Section 2, “Literature review.”
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Chapter 4

Security at the Edge
Charles J. Gillan and George Karakonstantis

Abstract

The Internet has become an essential part of daily life for almost everyone in 
society having grown far beyond its roots in the 1970s as the ARPANET, a network 
that was principally the domain of scientists and engineers. The popularity of the 
HTTP, developed at CERN in the late 1980s led to the widespread use of the term 
‘the web’ as a generic name for the Internet for many years, at least in the public 
domain. Of course, the Internet is much more than just web browsing and, in recent 
years, the term cyberspace has become the most popular term to describe interac-
tions over the Internet. Yet, an unambiguous definition of the term is difficult to 
formulate . Financial institutions underpinning the economy and the operation of 
national critical infrastructures, such as monitoring and control of the electricity 
supply, are now dependent on the Internet. A consequence of this is that cyberat-
tacks become more costly for the victims and perversely more attractive to the 
criminals who carry them out . The advent of the Internet of Things (IoT) and 
edge computing as a new paradigm creates the potential for enhanced productivity 
but at the same time opens up new opportunities for cyberattacks while still being 
exposed to existing attach vectors such as the well-known denial of service attack 
(DDoS), which can take place in many forms . In this chapter, we described the 
challenges in building an edge system that is secure against cyberattack. We begin 
by briefly reviewing the architecture of communications over the Internet and later 
consider the new challenges that follow from operating the hardware with values of 
voltage, frequency and current that enable more energy efficiency.

Keywords: security, energy efficiency, performance, cloud, edge computing

1. Introduction

The Internet has become an essential part of daily life for almost everyone in 
society having grown far beyond its roots in the 1970s as the ARPANET, a network 
that was principally the domain of scientists and engineers. The popularity of the 
HTTP, developed at CERN in the late 1980s, led to the widespread use of the term 
‘the web’ as a generic name for the Internet for many years, at least in the public 
domain. Of course, the Internet is much more than just web browsing and, in recent 
years, the term cyberspace has become the most popular term to describe interac-
tions over the Internet. Yet, an unambiguous definition of the term is difficult to 
formulate [1].

Financial institutions underpinning the economy and the operation of national 
critical infrastructures, such as monitoring and control of the electricity supply, are 
now dependent on the Internet. A consequence of this is that cyberattacks become 
more costly for the victims and perversely more attractive to the criminals who 
carry them out [2]. The advent of the Internet of Things (IoT) and edge computing 
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Chapter 4

Security at the Edge
Charles J. Gillan and George Karakonstantis

Abstract

The Internet has become an essential part of daily life for almost everyone in 
society having grown far beyond its roots in the 1970s as the ARPANET, a network 
that was principally the domain of scientists and engineers. The popularity of the 
HTTP, developed at CERN in the late 1980s led to the widespread use of the term 
‘the web’ as a generic name for the Internet for many years, at least in the public 
domain. Of course, the Internet is much more than just web browsing and, in recent 
years, the term cyberspace has become the most popular term to describe interac-
tions over the Internet. Yet, an unambiguous definition of the term is difficult to 
formulate . Financial institutions underpinning the economy and the operation of 
national critical infrastructures, such as monitoring and control of the electricity 
supply, are now dependent on the Internet. A consequence of this is that cyberat-
tacks become more costly for the victims and perversely more attractive to the 
criminals who carry them out . The advent of the Internet of Things (IoT) and 
edge computing as a new paradigm creates the potential for enhanced productivity 
but at the same time opens up new opportunities for cyberattacks while still being 
exposed to existing attach vectors such as the well-known denial of service attack 
(DDoS), which can take place in many forms . In this chapter, we described the 
challenges in building an edge system that is secure against cyberattack. We begin 
by briefly reviewing the architecture of communications over the Internet and later 
consider the new challenges that follow from operating the hardware with values of 
voltage, frequency and current that enable more energy efficiency.

Keywords: security, energy efficiency, performance, cloud, edge computing

1. Introduction

The Internet has become an essential part of daily life for almost everyone in 
society having grown far beyond its roots in the 1970s as the ARPANET, a network 
that was principally the domain of scientists and engineers. The popularity of the 
HTTP, developed at CERN in the late 1980s, led to the widespread use of the term 
‘the web’ as a generic name for the Internet for many years, at least in the public 
domain. Of course, the Internet is much more than just web browsing and, in recent 
years, the term cyberspace has become the most popular term to describe interac-
tions over the Internet. Yet, an unambiguous definition of the term is difficult to 
formulate [1].

Financial institutions underpinning the economy and the operation of national 
critical infrastructures, such as monitoring and control of the electricity supply, are 
now dependent on the Internet. A consequence of this is that cyberattacks become 
more costly for the victims and perversely more attractive to the criminals who 
carry them out [2]. The advent of the Internet of Things (IoT) and edge computing 
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as a new paradigm creates the potential for enhanced productivity but at the same 
time opens up new opportunities for cyberattacks while still being exposed to exist-
ing attack vectors such as the well-known denial of service attack (DDoS), which 
can take place in many forms [3].

In this chapter, we described the challenges in building an edge system that 
is secure against cyberattack. We begin by briefly reviewing the architecture of 
communications over the Internet and later consider the new challenges that follow 
from operating the hardware with values of voltage, frequency and current that 
enable more energy efficiency.

2. The structure of the internet: security from data Centre to the edge

There is a proverb in the English language that says that a chain is only as strong 
as its weakest link. This applies directly as a basic principle of cybersecurity. Edge 
computing still requires communications to a central data centre, at least some of 
the time. It follows that it is necessary to consider carefully the WAN and LAN tech-
nologies used. Figure 1 illustrates the networking technologies used and shows the 
position of edge computing within the wider fog computing environment, which 
we describe in a later part of this section. The section begins by discussing each 
networking technology separately and in doing so refers briefly to the history of the 
development of data networking technologies in general and to the development of 
the Internet in particular.

2.1 WAN technologies—circuit-based communications

The core transmission technology of the global telephone system developed 
over several decades from using electromechanical switches and frequency division 
multiplexing to use digital signals and time division multiplexing by the 1980s. 
Signals from different sources were multiplexed together in a hierarchy of data rates 
(2.048 Mbps, 8.448 Mbs, 34.368 Mbps, etc.) for transport across the core network 

Figure 1. 
Illustration of the hierarchy of devices creating the fog computing environment.
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before being demultiplexed for transmission to individual receivers. The concept of 
a unique end-to-end circuit from sender remained clearly identifiable.

The initial plesiochronous digital hierarchy (PDH) handled the fact that lower 
bit rate sources were not time synchronised (each source had its own clock) by 
adopting the technique of bit stuffing in order to ensure that the higher rate chan-
nels were time synchronised. Thus, equipment inserted extra bits, as needed, at the 
transmitter and then the receiver removed these bits.

As fibre optic became widely used in the telecommunications industry, PDH 
was replaced by a different, more scalable, multiplexing technology known as the 
synchronous digital hierarchy (SDH) in which the equipment across the network 
is synchronised. SDH works on copper lines and on radio signals as well as fibre 
optic cables. The ITU-T [4] develops standards for SDH globally. The United States 
developed the technology under the name Synchronous Optical Network (SONET) 
around the same time as the ITU-T. In SDH, an aggregate signal composed of virtual 
containers (VCs) of fixed size is transmitted at a fixed frequency between two 
pieces of SDH equipment. Each tributary signal arriving at the sender from a source 
is assigned to one of the VCs with a pointer indicating where the signal is located 
within the container. Thus by allowing the pointer to vary, the tributary signals are 
adapted to the synchronised clock of the transmitter and receiver.

While a transmission from source to receiver will pass though many different 
VCs as it transits the SDH network, essentially using a different VC on each point to 
point link, the concept of an identifiable circuit remains intact in SDH. This means 
that distinct users and applications are clearly separated despite the fact that they 
are carried over the same fibre, wire or radio link. Even if one captures the complete 
SDH aggregate signal, without knowledge of the mapping of users and applica-
tions to the VCs in the signal, it is essentially impossible to extract the targeted 
data stream.

2.2 Packet communications

The circuit concept in the telephone system described in the above section builds 
on the idea of reserving bandwidth between the transmitter and receiver although 
as we have mentioned this confers a certain level of security by separating the signal 
from others on the same physical medium.

An alternative approach that is available when the transmission is in digital 
form is to break it into parts and then to transmit these parts in sequence across the 
digital network. We can define a packet to have three parts: a header, a payload and 
optionally a trailer. Each part of the digital data is placed uniquely into one packet 
and the header defines the information that allows the packet to be transmitted 
across the digital network. This type of transmission, known as packet switching, 
is the primary basis for data communications in computer networks, whether local 
or wide area. The definition of the fields in the header (and trailer, if present) plus 
the functionality associated with each field defines a protocol. The development of 
early networks, such as the ARPANET discovered that it was useful to encapsulate 
protocols within other protocols leading to the concept of a layered stack. This was 
eventually formalised in the definition of a seven-layer abstract model known as the 
Open Systems Interconnection (OSI) model [5].

As the Internet was adopted globally in the 1990s, intense efforts were applied 
to use the existing global SDH network, as the wide area networking technol-
ogy (WAN), to carry the packet protocols that underpin the physical layers of 
the Internet. Packet over SONET (POS) was developed, defined in RFC 2615 
[6] initially, as a way of transmitting packet-based data protocols using point 
to point protocol (PPP) on each point to point link in an SDH/SONET network. 
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as a new paradigm creates the potential for enhanced productivity but at the same 
time opens up new opportunities for cyberattacks while still being exposed to exist-
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before being demultiplexed for transmission to individual receivers. The concept of 
a unique end-to-end circuit from sender remained clearly identifiable.

The initial plesiochronous digital hierarchy (PDH) handled the fact that lower 
bit rate sources were not time synchronised (each source had its own clock) by 
adopting the technique of bit stuffing in order to ensure that the higher rate chan-
nels were time synchronised. Thus, equipment inserted extra bits, as needed, at the 
transmitter and then the receiver removed these bits.

As fibre optic became widely used in the telecommunications industry, PDH 
was replaced by a different, more scalable, multiplexing technology known as the 
synchronous digital hierarchy (SDH) in which the equipment across the network 
is synchronised. SDH works on copper lines and on radio signals as well as fibre 
optic cables. The ITU-T [4] develops standards for SDH globally. The United States 
developed the technology under the name Synchronous Optical Network (SONET) 
around the same time as the ITU-T. In SDH, an aggregate signal composed of virtual 
containers (VCs) of fixed size is transmitted at a fixed frequency between two 
pieces of SDH equipment. Each tributary signal arriving at the sender from a source 
is assigned to one of the VCs with a pointer indicating where the signal is located 
within the container. Thus by allowing the pointer to vary, the tributary signals are 
adapted to the synchronised clock of the transmitter and receiver.

While a transmission from source to receiver will pass though many different 
VCs as it transits the SDH network, essentially using a different VC on each point to 
point link, the concept of an identifiable circuit remains intact in SDH. This means 
that distinct users and applications are clearly separated despite the fact that they 
are carried over the same fibre, wire or radio link. Even if one captures the complete 
SDH aggregate signal, without knowledge of the mapping of users and applica-
tions to the VCs in the signal, it is essentially impossible to extract the targeted 
data stream.

2.2 Packet communications

The circuit concept in the telephone system described in the above section builds 
on the idea of reserving bandwidth between the transmitter and receiver although 
as we have mentioned this confers a certain level of security by separating the signal 
from others on the same physical medium.

An alternative approach that is available when the transmission is in digital 
form is to break it into parts and then to transmit these parts in sequence across the 
digital network. We can define a packet to have three parts: a header, a payload and 
optionally a trailer. Each part of the digital data is placed uniquely into one packet 
and the header defines the information that allows the packet to be transmitted 
across the digital network. This type of transmission, known as packet switching, 
is the primary basis for data communications in computer networks, whether local 
or wide area. The definition of the fields in the header (and trailer, if present) plus 
the functionality associated with each field defines a protocol. The development of 
early networks, such as the ARPANET discovered that it was useful to encapsulate 
protocols within other protocols leading to the concept of a layered stack. This was 
eventually formalised in the definition of a seven-layer abstract model known as the 
Open Systems Interconnection (OSI) model [5].

As the Internet was adopted globally in the 1990s, intense efforts were applied 
to use the existing global SDH network, as the wide area networking technol-
ogy (WAN), to carry the packet protocols that underpin the physical layers of 
the Internet. Packet over SONET (POS) was developed, defined in RFC 2615 
[6] initially, as a way of transmitting packet-based data protocols using point 
to point protocol (PPP) on each point to point link in an SDH/SONET network. 
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POS includes the option to apply scrambling to the transmission thereby adding  
an extra layer of security.

2.3 From cloud to edge to fog computing

The global adoption of the Internet enabled cloud computing paradigm. Large 
data centres, using virtualisation technology, can offer end users scalable compute 
resource on a pay per use basis. This approach is well suited to traditional enterprise 
computing freeing businesses from capital expenditure on computing systems 
transferring the cost to operational expenditure and off-loading risk to cloud 
service providers.

Newer applications, such as the Internet of Things (IoT), involve data collection 
at end user devices, equipment that is often mobile and therefore linked by wireless 
to edge nodes. The complete system is geographically diverse, with Smart Cities 
being one of the best illustrations of this being. The opportunity to redistribute 
computation across the hierarchy from user device, through edge, and back to the 
data centre when needed is now called fog computing. A hypothetical IoT service 
with a target end-to-end latency of 200 ms can easily expect, for a roundtrip to the 
cloud, to spend half of its budget in the network. This leaves a very tight time bud-
get for execution of the actual processing to at the data centre. Fog has the potential 
to eliminate most, if not all, of the communication latency and, therefore, can 
permit the option of running the edge systems at lower frequency and voltage; for 
example, operating at 50% of the peak frequency with 30% less voltage translates 
to running with 50% less energy and 75% less power. Edge servers can also benefit 
from virtualisation, running multiple virtual machines to separate functionality. 
Furthermore research suggests that compute accelerators, in particular GPUs, may 
be enabled at the edge though virtualisation [7].

Figure 2 shows an analysis of the operation of an edge server, operating in 
extended margins, presented by the Horizion 2020 project Uniserver (http://www.
uniserver2020.eu). UniServer created a cross layer approach from the hardware 
levels up to the system software layers. The following system enhancements were 
identified:

i. at the circuit, micro-architecture and architecture layer by automatically 
revealing the possible operating points (i.e. voltage, frequency) of each 
hardware component no worse than the worst-case operating points used, 
thus helping to boost performance or energy efficiency at levels closer to the 
Pareto front maximising the returns from technology scaling;

ii. at the firmware layer with low-level handlers by monitoring and control-
ling the operating status of the underlying hardware components and 
updating a ‘HealthLog’, as well as performing periodical benchmarking of 
the hardware and reporting the findings in a ‘StressLog’. The logs with the 
collected information are communicated to the software stack (hypervisor) 
in a generic way, allowing easy adoption and exploitation of the observed 
margins;

iii. at the software layer by enabling an easy programmability, ensuring high 
dependability and full utilisation of the margins observed in the underlying 
hardware. State-of-the-art software packages for virtualisation (i.e. KVM) 
and resource management (i.e. OpenStack) will be ported on the micro-
server further strengthening its advantages with minimum intrusion and 
easy adoption.
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In this chapter, we focus on the security challenges at the edge components and 
as we have outlined the WANs that link these edge nodes back to the data centres.

3. Cyber security at the edge

The edge computing paradigm moves significant amounts of computation from 
the data centre closer to the source of the data, reducing but not eliminating the 
need for packet communications. It follows that there are larger number of smaller 
servers deployed at the edge and therefore energy efficiency of the server operation 
becomes a significant factor. Edge servers have fewer CPUs and less DRAM and 
limited power budgets when compared to rack mounted servers in data centres. One 
driver for this is often the fact that physical form factor of the edge server is signifi-
cantly limited compared to rack space in the data centre.

Manufacturers of server components define operational limits for parameters 
such as voltage, frequency and current. Routine adherence to these limits in the 
production of commercial servers reflects, in part, the need to account for the 
expected performance degradation of transistors and potential functionality fail-
ures due to the increased transistor variability in nanometre technologies. In gen-
eral, the values adopted are quite pessimistic. DRAM manufacturers, in an effort 
to limit the potential faults, adopt a high operating supply voltage and refresh rate 
according to the assumed rare worst-case conditions [7]. This leads to the obser-
vation that DRAM alone can account for up to 40% power usage. Researchers 
have however investigated the operation of these electrical components in regions 

Figure 2. 
Perspective from the UniServer project on the enhancement of the edge server.
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of voltage and current beyond the conservative limits [8] and report 8.6% system 
energy savings on average for non-virtualised and 8.4% for virtualised workloads 
while ensuring the seamless server operation even under extreme temperatures.

Relaxation of voltage, timing and refresh-rate limitations may put at risk the 
correct functionality of the CPUs and DRAMs due to the potential failures that 
may occur at lower voltages and dynamically changing operating/environmental 
conditions (e.g. temperature). Such timing and memory failures may disrupt the 
operation of the server and/or directly impact the expected Quality of Service 
(QoS), which can be quantified in terms of throughput and quality-of-results (e.g. 
in terms of Bit-Error-Rate). As a consequence, such failures will affect service 
level agreements (SLA) in terms of availability, latency, accuracy and throughput 
as agreed at the higher level between the service user and the service provider. A 
further consequence of operating in these extended margins is that new security 
vulnerabilities may arise in addition to the cyber threats that already exist.

In contrast to a centralised cloud data centre, edge deployments will be consti-
tuted from many small clusters or individual installations, where elevated levels of 
physical security are not economically viable. Physical security of the micro-server 
may consist primarily of a light-weight enclosure and, from a security perspective, 
it should be assumed that a determined attacker will be able to gain full access to 
the system. This creates a larger threat surface, which now incorporates physical 
attacks, posing threats to the micro-server and the wider network it connects to. 
Deployments at the edge should be made under the assumption that networks are 
operating over untrustworthy links, with the use of encrypted tunnelling through 
VPNs, malware detection, firewalls, intrusion detection/prevention systems and 
DNSSEC all considerations for an endpoint security policy.

Threats posed by attackers gaining physical access to a system require con-
sideration from both hardware and software security disciplines. Applications 
developers should employ secure coding practises, particularly when operating on 
any sensitive information. Care should also be taken to minimise, or, if possible, to 
avoid the storage of secret information in physical memory. The use of software, or 
ideally hardware-based, hard disk encryption technologies can offer protections, 
even when the disk is removed from a system.

Side-channel attacks can potentially be used to reveal sensitive information. In 
the UniServer system, sensitive extended margin information could be targeted to 
create denial of service attacks or cause system instability. The variation of voltage 
and frequency margins, core features of the UniServer solution, may also influence 
the relative amount of side-channel leakages. Side-channel resilient counter-
measures, employing masking and hiding strategies, should be employed to help 
counteract such threats.

The differing deployment architectures of full stack and bare metal are con-
sidered. In the full stack deployment, representing a micro-server data centre, 
the UniServer software is running under the host OS, abstracted from other guest 
applications under separate virtual machines. However, in the bare metal deploy-
ment, the UniServer software runs along-side other system applications. It is in this 
deployment architecture where the UniServer system is most exposed to interfer-
ence by other applications. The UniServer log files are identified as high value assets 
that need to be protected from tampering, since it could potentially lead to system 
instability or denial of service attacks. It is therefore a recommendation that the log 
and policy files are stored in an encrypted format, to avoid reading and manipula-
tion by others. Additionally, consideration should be given as to whether the files 
should be digitally signed, to provide assurance that they come from a trusted 
source. These recommendations would naturally have overheads in terms of real-
time operation, so their implementation would need to be considered carefully in 
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terms of system performance. The use of encryption, and possibly digital signing, 
will likely be candidate to form a security solution.

3.1 General attack vectors

In this section we consider the threats posed to both traditional networked 
server infrastructure and to the class of physical attacks, discussing the threats and 
countermeasures used to mitigate against them.

The primary aims of information security are to ensure the confidentiality, 
integrity and availability of a system [9]. There is generally no single solution to a 
security problem, since threats and vulnerabilities originate from many sources; 
rather the aim is to provide a series-layered security response, delivering defence 
in depth. An overall security response should be considered in the wider sense, 
consisting of measures that span the range of administrative, logical/technical and 
physical solutions.

3.1.1 Security of the operating system

The operating system (OS) is the fundamental software layer upon which the 
rest of the system software is built. In the common four-ring model, shown in 
Figure 3, the operating system is separated into two distinct regions of Kernel 
space, incorporating kernel memory, components and drivers from rings 0 to 2, and 
user space in ring 3, where end user applications may be run.

For most commercial operating systems, control of user access is organised 
under discretionary access control (DAC), providing privileges at the individual 
user account level. However, unlike a system under mandatory access control 
(MAC), where applications run in isolated memory with strong separation, typical 
OS’s are running in a multi-tasking environment where resources are shared and are 
potentially accessible between applications [10]. Security is, therefore, ultimately 
left up to the system administrator to ensure that appropriate measures are in place 
and that the system is configured appropriately. Some general recommendations 
for operating system security, which apply to both cloud and edge deployments, are 
summarised below [11].

Figure 3. 
Layers of protection in the operating system.
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the UniServer system, sensitive extended margin information could be targeted to 
create denial of service attacks or cause system instability. The variation of voltage 
and frequency margins, core features of the UniServer solution, may also influence 
the relative amount of side-channel leakages. Side-channel resilient counter-
measures, employing masking and hiding strategies, should be employed to help 
counteract such threats.

The differing deployment architectures of full stack and bare metal are con-
sidered. In the full stack deployment, representing a micro-server data centre, 
the UniServer software is running under the host OS, abstracted from other guest 
applications under separate virtual machines. However, in the bare metal deploy-
ment, the UniServer software runs along-side other system applications. It is in this 
deployment architecture where the UniServer system is most exposed to interfer-
ence by other applications. The UniServer log files are identified as high value assets 
that need to be protected from tampering, since it could potentially lead to system 
instability or denial of service attacks. It is therefore a recommendation that the log 
and policy files are stored in an encrypted format, to avoid reading and manipula-
tion by others. Additionally, consideration should be given as to whether the files 
should be digitally signed, to provide assurance that they come from a trusted 
source. These recommendations would naturally have overheads in terms of real-
time operation, so their implementation would need to be considered carefully in 
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terms of system performance. The use of encryption, and possibly digital signing, 
will likely be candidate to form a security solution.

3.1 General attack vectors

In this section we consider the threats posed to both traditional networked 
server infrastructure and to the class of physical attacks, discussing the threats and 
countermeasures used to mitigate against them.

The primary aims of information security are to ensure the confidentiality, 
integrity and availability of a system [9]. There is generally no single solution to a 
security problem, since threats and vulnerabilities originate from many sources; 
rather the aim is to provide a series-layered security response, delivering defence 
in depth. An overall security response should be considered in the wider sense, 
consisting of measures that span the range of administrative, logical/technical and 
physical solutions.

3.1.1 Security of the operating system

The operating system (OS) is the fundamental software layer upon which the 
rest of the system software is built. In the common four-ring model, shown in 
Figure 3, the operating system is separated into two distinct regions of Kernel 
space, incorporating kernel memory, components and drivers from rings 0 to 2, and 
user space in ring 3, where end user applications may be run.

For most commercial operating systems, control of user access is organised 
under discretionary access control (DAC), providing privileges at the individual 
user account level. However, unlike a system under mandatory access control 
(MAC), where applications run in isolated memory with strong separation, typical 
OS’s are running in a multi-tasking environment where resources are shared and are 
potentially accessible between applications [10]. Security is, therefore, ultimately 
left up to the system administrator to ensure that appropriate measures are in place 
and that the system is configured appropriately. Some general recommendations 
for operating system security, which apply to both cloud and edge deployments, are 
summarised below [11].

Figure 3. 
Layers of protection in the operating system.
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3.1.2 System integrity

• Build production systems from a known and repeatable process to ensure 
system integrity.

• Check systems periodically against snapshots of the original system.

• Use available third-party auditing software to check system integrity.

• Backup system resources on a regular basis.

3.1.3 User accounts

• Limit the number of user accounts.

• Ensure that only a few trusted users have administrative access.

• Assign the minimum required access permissions for the account that runs an 
application.

3.1.4 Password policies

• Require the use of secure passwords, that is, passwords of sufficient length, 
using a mix of letters, numbers and symbols. Do not re-use passwords and 
avoid the use of any personal information or dictionary words.

• Use automated tools to try and crack any weak passwords and require their 
update by users.

• On a UNIX operating system, activate the shadow password file.

• Use two-factor authentication.

3.1.5 File system

• Deny access by default.

• Provide minimal access rights where necessary, for example, read only.

3.1.6 Network services

• Provide the minimum number of required services.

• Reduce the level of access permissions for network services users.

• Ensure that user accounts that have access to the Web server do not have access 
to shell functions.

• For UNIX/Linux, ensure that unused services do not exist in the rc files, rc0-
rc6, in the /etc. directory.

• Ensure that unused services are not running, and that they do not start auto-
matically on MS Windows.
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• Reduce the number of trusted ports specified in the /etc./services file.

• Protect your system against NetBIOS threats associated with ports 137, 138 
and 139.

• Use wrapper services, such as iptables.

• Avoid using services that have a GUI, since such services introduce many 
known vulnerabilities.

3.1.7 System patches

• Run the latest, vendor-recommended patches for the operating system.

• Schedule regular maintenance of security patches.

3.1.8 Operating system minimisation

• Remove non-essential applications to reduce possible system vulnerabilities.

• Restrict local services to those required for operation.

• Implement protection for buffer overflow.

3.1.9 Logging and monitoring

• Log security-related events, including successful and failed logons, logoffs and 
changes to user permissions.

• Monitor system log files.

• Use a time server to correlate time for forensics.

• Secure the system log files by restricting access permissions to them.

• Secure the logging configuration file.

• Consider the use of a remote server for storage of logging information.

• Enable logging of access requests on web servers.

3.1.10 Hyperjacking

Hypervisor technology enables the deployment of numerous virtual machines 
(VMs) on the one system, indeed it is a key concept in shared cloud infrastructure. 
However, the deployment of multiple systems adds complexity and consequently 
the possibility for new exploits. The term virtualisation escape, or VMEscape, 
refers to the process by which an attacker can escape the confines of the virtual 
environment and is then able to exploit the host OS. Virtualised systems should 
therefore still be deployed under the supervision of firewalls, while guests with 
differing security levels, such as DMZ and internal, should not be combined on the 
same host.
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3.1.10 Hyperjacking

Hypervisor technology enables the deployment of numerous virtual machines 
(VMs) on the one system, indeed it is a key concept in shared cloud infrastructure. 
However, the deployment of multiple systems adds complexity and consequently 
the possibility for new exploits. The term virtualisation escape, or VMEscape, 
refers to the process by which an attacker can escape the confines of the virtual 
environment and is then able to exploit the host OS. Virtualised systems should 
therefore still be deployed under the supervision of firewalls, while guests with 
differing security levels, such as DMZ and internal, should not be combined on the 
same host.
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It has been reported that malware rootkits have also been developed that act as 
hypervisors, installing themselves below operating systems, in a process referred 
to as hyperjacking. Since this software operates ostensibly outside the scope of the 
operating system, it can evade malware scans and also spy on the system, gathering 
information such as logging of passwords. In 2009, researchers from Microsoft and 
North Carolina State University revealed Hooksafe [12], a hypervisor class anti-
rootkit, aiming to demonstrate the provision of generic protection against kernel-
mode rootkits.

3.1.11 Network attacks

Access via network ports forms the basis of most remote attacks on cloud-based 
infrastructure. The ports of machines around the world are continually being 
probed to see if any ports have been left open or unsecured. It is therefore a basic 
preventative measure to close any unused ports and restrict access and secure those 
essential ports that are required to remain open. Improperly implemented TCP/IP 
stacks are vulnerable to various attacks such as buffer overflows, SYN flood attacks, 
denial of service attacks such as Smurf, ping and Fraggle and fragment attacks such 
as Teardrop to name but a few. These attacks can be largely mitigated by applying 
the appropriate configuration to disable services and apply the relevant patches.

Under the assumption that edge-deployed servers are more exposed, there are 
numerous means by which the traditional networking security elements of fire-
walls, proxies, virus scanners can be circumvented, creating a means by which other 
nodes of the network may be exposed. In 2014, the Gameover Zeus (GOZ) botnet 
was responsible for the global distribution of the CryptoLocker ransomware, which 
encrypted the victim’s hard drive and required payment to receive the decryp-
tion key.

Since network connections could be exposed, the communications channel of 
an edge device should be considered untrustworthy, since attacks such as eaves-
dropping on network traffic, man-in-the-middle, modification or replay attacks 
are all possible. It is recommended that an encrypted VPN tunnel should be used 
between the edge server and other elements of the network to mitigate against such 
attacks.

DNS hijacking exploits the vulnerability in the way local or caching DNS servers 
obtain information from root servers regarding the identity of the authoritative 
servers for a domain. It is possible for an attacker to send falsified replies, and thus 
control the domain resolution, forwarding the user to the attacker’s server [13]. The 
most effective countermeasure against DNS hijacking is to upgrade DNS to Domain 
Name System Security Extensions (DNSSEC).

When considering the above attacks, it is evident that edge deployments should 
incorporate their own endpoint security, consisting of elements such as inbound/
outbound firewalls, malware scanning and intrusion detection/prevention systems 
as necessary security countermeasures.

3.2 Physical attacks and countermeasures for edge deployments

We now turn our attention to the situation in which a determined attacker has 
been able to bypass the limited protections of an enclosure and has gained direct 
physical access to the system, providing an enhanced ability to tamper with the 
system. There are many such physical attacks referenced in the literature; here 
we aim to give an overview of attacks, providing examples for the most relevant 
and practical attacks, along with examples of suggested countermeasures to those 
attacks.
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3.2.1 Memory attacks

High-performance, processor-based, systems will generally include the fol-
lowing types of memory: L1/L2/L3 cache, DRAM, Flash Firmware and Hard-Disk 
Drives. Each of these is a potential threat vector for an attacker.

3.2.2 Timing attacks

Timing attacks exploit the differences in time required to perform specific 
operations. For example, the time required to calculate division and multiplication 
instructions, or the time necessary to fetch data when a cache hit, or cache miss, 
is experienced. Similarly, the difference in timings when conditional branching 
is used, or when optimisations are used by a programmer to skip unnecessary 
operations, may improve application performance but at the same time can reveal 
sensitive information about underlying code and values being processed. A clas-
sic example was shown by Kocher in [14] where the timings for modular multiply 
operations in exponentiation operations, and modulo reductions of the Chinese 
Remainder Theorem (CRT) optimisation in RSA, could lead to the discovery of the 
entire encryption key on a PC.

An example of a remote network-based attack is that of Bernstein in [15], 
demonstrating a timing attack on OpenSSL AES, on a UNIX x86 server. The server 
was profiled using a known key to determine the timing characteristics for the input 
plaintext values. During the attack, plaintexts were sent to the server, with their 
timing profiles compared to the profiled reference. The information leakage was 
reported to be due to the non-constant timing of table lookups.

Cache-timing attacks were first proposed by Page in [16] and demonstrated 
by Tsunoo et al. in [17], where DES was broken with a > 90% success rate. In [18], 
Tromer et al. showed that the full AES key could be extracted using DM-CRYPT 
disk encryption on Linux with only 800 accesses to an encrypted file. The attack 
took 65 ms of measurement time and 3 seconds to analyse. The OpenSSL library 
was also attacked in as little as 13 ms, with 300 encryptions.

Countermeasures to timing attacks generally aim to perform operations in 
constant time. However, this is not a straight-forward task since compilers can 
often provide optimisations that affect timing behaviour. In addition, cache hits 
and variances in instruction timings are generally outside the control of the soft-
ware designer. A clock-skipping countermeasure was initially proposed by Kocher 
in [19], which inserted random delays to try and break up characteristic timing 
patterns, but this was later shown to be equivalent to adding noise to the power 
waveforms and could be overcome by analysis with a larger number of traces.

In [18], Tromer et al. considered various countermeasures against cache attacks. 
They suggested:

1. Avoid the use of memory accesses by replacing lookups with equivalent logical 
operations. This is a possibility for algorithms such as AES. However, there will 
be a performance trade-off.

2. Use of a bit-slicing approach.

3. Use of a cache no-fill mode, where memory is accessed from the cache during a 
hit and serviced from memory when there is a cache miss.

4. Dynamic table storage, where the contents of the table lookup are cycled 
around in memory during encryption operations to de-correlate it.
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is experienced. Similarly, the difference in timings when conditional branching 
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entire encryption key on a PC.
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was profiled using a known key to determine the timing characteristics for the input 
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Guidance for coding standards for cryptographic implementations in soft-
ware can be found in [20]. For example, in the context of timing attacks, it is 
recommended:

1. Do not compare secret values on a byte-by-byte basis.

2. Avoid branching predicated on secret data.

3. Avoid the use of lookup tables indexed by secret data.

4. Avoid loops that are bounded by a secret value.

The software developer can also make use of libraries, written with security in 
mind, such as NaCl [21] and some processors also include custom instruction sets 
dedicated to cryptography, such as the Intel AES-NI instructions referenced in [22] 
and the ARM cryptography extensions discussed in ARMv8 [23].

3.2.3 DRAM attacks

Buffer Overflow is a well-known attack that can enable execution of malicious 
code. Strategies to counteract this attack include the use of improved input valida-
tion and bounds checking at the programmer level, or at the system level through 
approaches such as the randomisation of memory layout or the structuring of 
buffer memory to incorporate memory spaces, sometimes termed ‘canaries’, that 
actively monitor to detect when unauthorised overflows occur.

The purposeful use of errors, exceptions and crashes can also be used to initi-
ate memory dumping, where the entire contents of system memory are exported 
to enable readout of sensitive values stored in memory. It is recommended that 
sensitive values should not be stored in memory in the clear, rather they should be 
stored in encrypted form, or represented as hashed values and compared against 
re-computed hashes when required.

With direct physical access to a system, such as with an exposed and isolated 
edge server, an attacker can potentially remove DIMM memory modules from the 
system board. As described in [24], the use of cooling sprays can enable a DIMM 
memory module to retain memory, without error, for several minutes. The memory 
can then be plugged into another system and sensitive information read out. This 
attack has been shown to make on-the-fly software-based disk encryption systems 
such as BitLocker, FileVault and TrueCrypt vulnerable. One countermeasure 
approach would be to avoid the use of pre-computed tables of information for 
encryption routines, which would typically be stored in DRAM, although this 
will have performance penalties associated with it since the values will need to be 
computed on-demand each time.

RowHammer is a more recent memory attack that exploits a weakness identi-
fied in commodity DRAMs, where repeated row activations can cause bits to flip 
in adjacent rows. A recent attack [25] used generic memory functions such as libc, 
memset and memcpy for attack primitives, making the attack more accessible.

3.2.4 Re-flashing attacks

Re-flash attacks target the replacement of existing system firmware with that of 
compromised firmware images. This can enable attackers to circumvent protections 
that would otherwise be in place. Due to the low-level nature of firmware access and 
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control, such attacks can have a powerful effect on a system. Countermeasures may 
include incorporating password access for flashing operations.

3.2.5 Hard disk drive attacks

Hard drives will generally host the main operating system and the application 
software that loads on the system, but also potentially swap page information, 
which may hold sensitive information temporarily stored from primary DRAM 
memory. Hard disks, and particularly hot-swappable server-class drives, can be 
removed from a system at ease, and then connected to another system by plugging 
in a power and data cable. The disks can then be mounted as secondary drives to 
be copied, interrogated, or have additional malware or software installed. All of 
this is outside the scope of any protection from intrusion prevention systems of the 
original host. It is therefore advisable to consider the deployment of disk encryption 
technologies, such as software-based encryption, or preferably, hardware-based 
total disk encryption.

3.2.6 Side-channel attacks

We now consider a class of physical attacks termed as side-channel attacks. 
These attacks target the leakage of information from a system and are primarily 
concerned with the discovery of the secret information such as encryption keys that 
underpins modern cryptographic processing. The same approach can be targeted 
at modelled leakages of any other high-value information that is processed in a 
system.

3.2.7 Power analysis attacks

Power analysis is a powerful technique used to obtain side-channel information 
from a system. The power analysis attack can be categorised into two types: simple 
power analysis and differential power analysis.

In simple power analysis, the individual power waveform acquisitions are 
observed to see if information can be gleaned from them. In the attack of [14], it 
was observed that a single power consumption trace could reveal the entire encryp-
tion key by simply interpreting the pattern of the power trace, since modular 
multiply operations in exponentiation operations took varying times depending on 
whether the portion of the encryption key was a ‘1’ or a ‘0’.

In differential power analysis (DPA), a series of power consumption measure-
ments are recorded while the device is processing the target information, typically 
a secret encryption key, and is then compared against a set of hypothesised power 
models to determine a portion of the key. The analysis is repeated for the remain-
der of the key portions until the complete encryption key is recovered, enabling 
the attacker to decrypt any data, previously encrypted with the same key. Power 
consumption is typically modelled by estimating the number of ‘1’s in a register via 
a Hamming weight or Hamming distance power model. Several differing methods 
of statistically comparing the modelled versus measured power consumptions are 
commonly used, such as difference of means, distance of means and Pearson’s cor-
relation coefficient [26].

Power analysis attacks are device specific and it can take from several hundred, 
to several million, traces to break an implementation with a DPA attack; this is 
dependent on the signal/noise (S/N) ratio and whether any countermeasures are 
present. Research has been carried out on a multitude of low-frequency embedded 
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control, such attacks can have a powerful effect on a system. Countermeasures may 
include incorporating password access for flashing operations.
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memory. Hard disks, and particularly hot-swappable server-class drives, can be 
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In simple power analysis, the individual power waveform acquisitions are 
observed to see if information can be gleaned from them. In the attack of [14], it 
was observed that a single power consumption trace could reveal the entire encryp-
tion key by simply interpreting the pattern of the power trace, since modular 
multiply operations in exponentiation operations took varying times depending on 
whether the portion of the encryption key was a ‘1’ or a ‘0’.

In differential power analysis (DPA), a series of power consumption measure-
ments are recorded while the device is processing the target information, typically 
a secret encryption key, and is then compared against a set of hypothesised power 
models to determine a portion of the key. The analysis is repeated for the remain-
der of the key portions until the complete encryption key is recovered, enabling 
the attacker to decrypt any data, previously encrypted with the same key. Power 
consumption is typically modelled by estimating the number of ‘1’s in a register via 
a Hamming weight or Hamming distance power model. Several differing methods 
of statistically comparing the modelled versus measured power consumptions are 
commonly used, such as difference of means, distance of means and Pearson’s cor-
relation coefficient [26].

Power analysis attacks are device specific and it can take from several hundred, 
to several million, traces to break an implementation with a DPA attack; this is 
dependent on the signal/noise (S/N) ratio and whether any countermeasures are 
present. Research has been carried out on a multitude of low-frequency embedded 
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systems, where the approach has proved very successful. The attack works best 
when a clean voltage signal is available, preferably from the processor core of the 
device, where S/N is typically optimal; however, attacks can also be mounted by 
measuring the global power supply of a device through the voltage drop across a 
small resistor placed between supply and ground. There are fewer published works 
that address attacks on full-scale server boards, due to the additional complexities 
introduced by higher frequencies of operation, lack of access to processor core volt-
age and the additional noise generated by numerous system hardware elements.

Countermeasures against power analysis attacks aim to break the statistical 
link between the power consumption and the sensitive intermediate data values. 
For defence against simple power analysis, countermeasures primarily focus on 
disturbing the power waveform to disrupt the observable pattern, and so remove 
the discernible information. This can be accomplished by increasing background 
noise signals, introducing random insertions or delays, or by removing conditional 
branching and employing constant time algorithms.

Protecting a device from DPA is a much more challenging task, since this attack 
uses advanced statistical techniques to extract information from many traces. 
Countermeasures can be classed into two broad categories, namely whether they 
aim to hide or mask the data [27]. Hiding approaches do not attempt to change 
the intermediate values that are processed, rather they try to change the power 
waveform by applying some randomisation or by making it constant. Randomising 
approaches were mentioned above for simple power analysis measures and could 
also include approaches such as shuffling or skipping of instruction clocks. To 
make the power consumption constant, approaches have been proposed such as 
the use of dual-rail pre-charge (DRP) logic styles, which uses two wires that are 
complementary for each signal. Other logic styles, such as Sense Amplifier Balanced 
Logic (SABL), were proposed by Tiri et al. in [28] to provide resistance against 
DPA. However, these approaches require custom ASIC design with careful layout 
considerations and have still been shown to be vulnerable to DPA attacks.

The masking countermeasure aims to change the sensitive intermediate values 
by applying and then removing a temporary mask operation, a simple example 
being an XOR with a random value. This then breaks the link between what the 
power model expects and what is processed inside the device. The disadvantage of 
masking is that it can require the application and removal of multiple masks, for 
example switching between Boolean and multiplicative masks. This has a process-
ing overhead and can be complicated to design and implement.

3.2.7.1 Electro-magnetic attacks

Electro-magnetic (EM) attacks [29] are a variation of power analysis attacks. 
They differ in the method of acquisition, which uses an electric or magnetic field 
probe to convert EM radiation into voltage signals that are proportional to the power 
consumption. The probing is generally classed as being either near-field or far-field. 
Near-field probing is considered to be the short-range distance that is typically less 
than one-wavelength from the source. At this distance, the field strength is propor-
tional to 1/r3 in strength, therefore placing the probe as close as possible to the source 
will maximise signal strength. A more invasive attack can be to remove the chip pack-
age surface and enable a fine point-tip probe to be placed very close to the exposed 
integrated circuit (IC); however, this requires more time and generally a laboratory 
environment. A less invasive approach is to rest a simple loop antenna or EM probe 
tip against the surface of the IC, and to use active amplification to improve signal 
strength for appropriate quantisation scaling during acquisition.
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Far-field EM attacks work at multiple wavelength distances and typically use 
a high-frequency directional antenna to receive signals. The waveforms being 
captured here have escaped the confines of the near field and are propagating over 
free space [30]. This form of attack would likely only be possible for exposed, non-
shielded enclosures.

An EM acquisition can have advantages over that of traditional power analysis 
attacks. Firstly, it can have a lower invasiveness. In comparison to a power analysis 
attack, where a resistor may need to be soldered into place, the EM probe can often 
be placed in close proximity, without any evidence of tampering. Secondly, there is 
the possibility to improve the localisation of the probe, that is, to position it directly 
around the circuitry processing the sensitive information. This can help reduce the 
contributions of the EM fields generated from other elements of the overall power 
consumption. This can improve the S/N ratio, making it easier to visually identify 
leakages on an oscilloscope and improves the statistical analysis.

The countermeasures of hiding and masking, discussed above, also provide 
general protection against both EM analysis. However, for non-invasive attacks with 
an EM probe, physical shielding countermeasures can offer some further resistance. 
In [31], Yamaguchi et al. applied thin magnetic film to shield an integrated circuit 
device and reported a 6 dB reduction in magnetic field signal strength.

3.2.7.2 Profiling attacks

Profiling, or template, attacks [32, 33] use a reference device to build a char-
acteristic power model of a device for various test inputs. The power model can 
then be compared against the power consumption measurements of an identical 
device to reveal what data have been processed internally. The template attack can 
potentially reveal the secret key with as little as one power trace; however, to obtain 
a power model with high fidelity may require the acquisition and pre-processing 
of many power traces, which may be a time-consuming exercise. Masking or the 
randomisation of execution order could be used as potential countermeasures.

3.2.7.3 Machine learning attacks

Machine learning is an emerging approach to side-channel attacks. Although 
numerous algorithms can potentially be used, the specific feature selection and 
data set size have the major influence on the success of the attack. Examples of 
approaches are supervised learning, support vector machines, random forest, 
neural networks and unsupervised learning. To date, most research has focussed 
on support vector machines [34–36], random forest [37] and neural networks 
[38]. Countermeasures to machine learning may include higher order masking 
approaches and the use of poisoned data.

3.2.8 Fault attacks

Fault attacks aim to induce erroneous behaviour in devices by inserting tran-
sient faults that propagate through the system and reveal secret information as a 
consequence. The transient nature of the targeted faults means that an attack can 
be attempted repeatedly, and the attack developed. This approach means that no 
permanent damage is caused to the device and therefore it is less likely that any 
evidence remains that an attack has taken place. In [39, 40] it was shown that faults 
could be induced in smart card devices by varying the system supply voltage, clock 
speed and ambient temperatures. Since these same characteristics are altered in 
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UniServer, it is an area of active investigation in the project, for example in terms of 
generation of memory and system errors.

Fault attacks in the literature have targeted both public and private key algo-
rithms. Consider, for example, the attack on the Chinese reminder theorem (CRT) 
computation in RSA of [41] and the targeting of AES in [42, 43]. The attack of [43] 
demonstrating that inducing two faults in the 9th round of AES key scheduling 
was enough to break the encryption system. For active attacks, the most common 
approach is that of fault injections, as detailed in [44].

Countermeasures to fault injections include established techniques in communica-
tions engineering, such as the use of error codes and parity checking, along with newer 
proposals such as concurrent error detection (CED) which suppress the operation of 
a circuit when error states are detected. The aim of CED is to halt the propagation of 
the error to the output, where the attacker can analyse whether the fault attack was 
successful or not. Additional proposals for countermeasures include the duplication 
of circuitry, or repeated computation, to provide comparators. With duplication of 
hardware the cost penalty is high, while with repeated computation the execution time 
may increase significantly. Other, more efficient, schemes have been proposed, such 
as suggested in [45], requiring only one parity bit for each internal state of AES. The 
approach detects all odd errors, and in many cases the even errors, and may be a 
promising approach for implementation in both the hardware and software contexts.

Proposals have also been made to secure the CRT computations of RSA. In [46], 
the arguments of the CRT were calculated using an approach termed efficient 
redundancy, where values are verified before their use in the RSA algorithm. This 
approach, which adds little timing overhead, improves upon previous approaches 
requiring full redundancy.

3.2.9 Out-of-order execution attacks

At the time of writing, two new side-channel attacks [47], targeting the out-of-
order execution of instructions on processors, were announced. Meltdown exploits 
the scenario where a speculatively executed instruction, although aborted, permits the 
bypassing of memory protections and thus the ability to read Kernel memory from 
user space. The attack is deemed to affect Intel processors primarily. In the short-term, 
a patch based on the KAISER countermeasure of [48] has been released. This counter-
measure re-maps the memory space in software. A more permanent solution will likely 
require architectural changes at the hardware level to control the order of permission 
checks for access to memory and improvements to memory segmentation.

The Spectre attack exploits the use of speculative branch predictions to store 
information to cache memory that can then be targeted with side-channel tech-
niques such as flush+reload or evict+reload cache attacks. The attack is considered 
more universal than Meltdown, and has already been shown to affect Intel, AMD 
and ARM processors. Countermeasures against Spectre also appear difficult to 
implement. Simply disabling speculative execution would result in an unaccept-
able performance loss, while inserting temporary blocking instructions is also 
seen as a challenging task. Potential updates to processor microcode may be pos-
sible as a form of software patch, but likely to impact performance considerably.

4. Conclusions

The move from cloud deployment model to the edge has implications for secu-
rity. In contrast to a cloud data centre, housed within a large building complex with 
a significant level of security, the edge deployment will constitute a large number of 
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small clusters or individual installations, where high levels of physical security are 
not economically viable. In many situations, physical security of the micro-server 
may consist primarily of a light-weight enclosure, designed to protect the system 
from environmental factors and vandalism or casual tampering efforts. For the 
determined attacker, this may not prove to be an effective barrier and it should be 
assumed that a realistic worst-case scenario is that an attacker will be able to gain 
full access to the system. This then creates a larger threat surface, now incorporating 
physical attacks that can be used to compromise the individual micro-server, and 
potentially, the wider network.

Deployment at the edge still requires the implementation of traditional server 
and network security practises, such as those outlined in this chapter. In addition, 
deployment at the edge should assume that networks are operating over untrust-
worthy links and therefore the use of encrypted tunnelling through VPNs, and the 
use of malware detection, firewalls, intrusion detection/prevention systems and 
DNSSEC should all be considered as forming the basis of an endpoint security policy.

The use of virtualisation is a core element of cloud and resource sharing tech-
nologies; however, it also opens the possibility for attacks exploiting VMEscape. 
Accommodating guests with differing security levels, such as DMZ and internal, on 
the same host, should be avoided.

Edge deployment should consider the further threats posed from an attacker 
gaining partial, or full, physical access to a system. This requires input not only from 
a hardware security standpoint, but also from software perspectives. Applications 
developers should employ secure coding practises, particularly when operating on 
any sensitive information, as highlighted in the discussions of memory attacks in 
Section 2.2.1. Care should also be taken to minimise or, if possible, to avoid the stor-
age of secret information in physical memory, since attacks such as buffer overflows 
and removal of frozen DRAM modules have been shown as effective means to 
extract information stored in the clear. User passwords, for example, should be 
stored as hashed values and passwords requested on demand for comparison or 
verification. The use of software, or ideally hardware-based, hard disk encryption 
technologies can offer protections, even when the disk is removed from a system.

Side-channel attacks can potentially be used to reveal sensitive information such 
as the extended margin information stored in the log and policy files. Indeed, the 
variation of voltage and frequency margins, core features of the UniServer solution, 
may also influence the relative amount of side-channel leakages. A countermeasure 
to this threat is the deployment of encryption using side-channel resilient counter-
measures, such as masking, to break the statistical link between power measure-
ments and hypothetical power models.

In the full stack deployment, representing a micro-server data centre, the 
UniServer software is running under the host OS, abstracted from guest applications 
operating under VMs. However, in the bare metal deployment, the UniServer soft-
ware runs along-side other system applications. It is in this deployment architecture 
where the UniServer system is most exposed to interference by other applications, 
which can potentially view and access each other’s files or resources. The UniServer 
log files were identified as high value assets that need to be protected from tamper-
ing, since it could potentially lead to system instability or denial of service attacks. It 
is therefore a recommendation that the log and policy files are stored in an encrypted 
format, to avoid reading and manipulation by others. Additionally, consideration 
should be given as to whether the files should be digitally signed, to provide assur-
ance that they come from a trusted source. These recommendations would naturally 
have overheads in terms of real-time operation, so their implementation would need 
to be considered carefully in terms of system performance. The use of encryption, 
and possibly digital signing, will likely be candidate to form a security solution.



Cloud Computing Security - Concepts and Practice

70

UniServer, it is an area of active investigation in the project, for example in terms of 
generation of memory and system errors.

Fault attacks in the literature have targeted both public and private key algo-
rithms. Consider, for example, the attack on the Chinese reminder theorem (CRT) 
computation in RSA of [41] and the targeting of AES in [42, 43]. The attack of [43] 
demonstrating that inducing two faults in the 9th round of AES key scheduling 
was enough to break the encryption system. For active attacks, the most common 
approach is that of fault injections, as detailed in [44].

Countermeasures to fault injections include established techniques in communica-
tions engineering, such as the use of error codes and parity checking, along with newer 
proposals such as concurrent error detection (CED) which suppress the operation of 
a circuit when error states are detected. The aim of CED is to halt the propagation of 
the error to the output, where the attacker can analyse whether the fault attack was 
successful or not. Additional proposals for countermeasures include the duplication 
of circuitry, or repeated computation, to provide comparators. With duplication of 
hardware the cost penalty is high, while with repeated computation the execution time 
may increase significantly. Other, more efficient, schemes have been proposed, such 
as suggested in [45], requiring only one parity bit for each internal state of AES. The 
approach detects all odd errors, and in many cases the even errors, and may be a 
promising approach for implementation in both the hardware and software contexts.

Proposals have also been made to secure the CRT computations of RSA. In [46], 
the arguments of the CRT were calculated using an approach termed efficient 
redundancy, where values are verified before their use in the RSA algorithm. This 
approach, which adds little timing overhead, improves upon previous approaches 
requiring full redundancy.

3.2.9 Out-of-order execution attacks

At the time of writing, two new side-channel attacks [47], targeting the out-of-
order execution of instructions on processors, were announced. Meltdown exploits 
the scenario where a speculatively executed instruction, although aborted, permits the 
bypassing of memory protections and thus the ability to read Kernel memory from 
user space. The attack is deemed to affect Intel processors primarily. In the short-term, 
a patch based on the KAISER countermeasure of [48] has been released. This counter-
measure re-maps the memory space in software. A more permanent solution will likely 
require architectural changes at the hardware level to control the order of permission 
checks for access to memory and improvements to memory segmentation.

The Spectre attack exploits the use of speculative branch predictions to store 
information to cache memory that can then be targeted with side-channel tech-
niques such as flush+reload or evict+reload cache attacks. The attack is considered 
more universal than Meltdown, and has already been shown to affect Intel, AMD 
and ARM processors. Countermeasures against Spectre also appear difficult to 
implement. Simply disabling speculative execution would result in an unaccept-
able performance loss, while inserting temporary blocking instructions is also 
seen as a challenging task. Potential updates to processor microcode may be pos-
sible as a form of software patch, but likely to impact performance considerably.

4. Conclusions

The move from cloud deployment model to the edge has implications for secu-
rity. In contrast to a cloud data centre, housed within a large building complex with 
a significant level of security, the edge deployment will constitute a large number of 

71

Security at the Edge
DOI: http://dx.doi.org/10.5772/intechopen.92788

small clusters or individual installations, where high levels of physical security are 
not economically viable. In many situations, physical security of the micro-server 
may consist primarily of a light-weight enclosure, designed to protect the system 
from environmental factors and vandalism or casual tampering efforts. For the 
determined attacker, this may not prove to be an effective barrier and it should be 
assumed that a realistic worst-case scenario is that an attacker will be able to gain 
full access to the system. This then creates a larger threat surface, now incorporating 
physical attacks that can be used to compromise the individual micro-server, and 
potentially, the wider network.

Deployment at the edge still requires the implementation of traditional server 
and network security practises, such as those outlined in this chapter. In addition, 
deployment at the edge should assume that networks are operating over untrust-
worthy links and therefore the use of encrypted tunnelling through VPNs, and the 
use of malware detection, firewalls, intrusion detection/prevention systems and 
DNSSEC should all be considered as forming the basis of an endpoint security policy.

The use of virtualisation is a core element of cloud and resource sharing tech-
nologies; however, it also opens the possibility for attacks exploiting VMEscape. 
Accommodating guests with differing security levels, such as DMZ and internal, on 
the same host, should be avoided.

Edge deployment should consider the further threats posed from an attacker 
gaining partial, or full, physical access to a system. This requires input not only from 
a hardware security standpoint, but also from software perspectives. Applications 
developers should employ secure coding practises, particularly when operating on 
any sensitive information, as highlighted in the discussions of memory attacks in 
Section 2.2.1. Care should also be taken to minimise or, if possible, to avoid the stor-
age of secret information in physical memory, since attacks such as buffer overflows 
and removal of frozen DRAM modules have been shown as effective means to 
extract information stored in the clear. User passwords, for example, should be 
stored as hashed values and passwords requested on demand for comparison or 
verification. The use of software, or ideally hardware-based, hard disk encryption 
technologies can offer protections, even when the disk is removed from a system.

Side-channel attacks can potentially be used to reveal sensitive information such 
as the extended margin information stored in the log and policy files. Indeed, the 
variation of voltage and frequency margins, core features of the UniServer solution, 
may also influence the relative amount of side-channel leakages. A countermeasure 
to this threat is the deployment of encryption using side-channel resilient counter-
measures, such as masking, to break the statistical link between power measure-
ments and hypothetical power models.

In the full stack deployment, representing a micro-server data centre, the 
UniServer software is running under the host OS, abstracted from guest applications 
operating under VMs. However, in the bare metal deployment, the UniServer soft-
ware runs along-side other system applications. It is in this deployment architecture 
where the UniServer system is most exposed to interference by other applications, 
which can potentially view and access each other’s files or resources. The UniServer 
log files were identified as high value assets that need to be protected from tamper-
ing, since it could potentially lead to system instability or denial of service attacks. It 
is therefore a recommendation that the log and policy files are stored in an encrypted 
format, to avoid reading and manipulation by others. Additionally, consideration 
should be given as to whether the files should be digitally signed, to provide assur-
ance that they come from a trusted source. These recommendations would naturally 
have overheads in terms of real-time operation, so their implementation would need 
to be considered carefully in terms of system performance. The use of encryption, 
and possibly digital signing, will likely be candidate to form a security solution.



Cloud Computing Security - Concepts and Practice

72

Author details

Charles J. Gillan and George Karakonstantis*
The School of Electrical and Electronic Engineering and Computer Science 
(EEECS), Queen’s University Belfast, Northern Ireland

*Address all correspondence to: g.karakonstantis@qub.ac.uk

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

73

Security at the Edge
DOI: http://dx.doi.org/10.5772/intechopen.92788

References

[1] Stojmenovic I, Wen S. The fog 
computing paradigm: Scenarios and 
security issues. In: 2014 Federated 
Conference on Computer Science 
and Information Systems (FedCSIS). 
Warsaw, Poland: IEEE; 2014. pp. 1-8

[2] Alrawais A, Alhothaily A, Hu C,  
Cheng X. Fog computing for the 
internet of things: Security and privacy 
issues. IEEE Internet Computing. 
2017;21(2):34-42

[3] Mukherjee M, Matam R,  
Shu L, Maglaras L, Ferrag MA, 
Choudhury N, et al. Security and 
privacy in fog computing: Challenges. 
IEEE Access. 2017;5:19293-19304

[4] Cabric M. Corporate Security 
Management. Challenges, Risks, 
and Strategies. 1st edition. London: 
Butterworth-Heinemann; 2015:242. 
ISBN: 9780128029343

[5] S Institute. Operating System 
Security and Secure Operating Systems 
[Online]. Available from: https://www.
giac.org/paper/gsec/2776/operating-
system-security-secure-operating-
systems/104723 [Accessed: December 
2017]

[6] IBM. Business Intelligence Architecture 
and Deployment Guide—Securing the 
Operating System [Online]. Available 
from: https://www.ibm.com/support/
knowledgecenter/en/SSEP7J_10.2.1/com.
ibm.swg.ba.cognos.crn_arch.10.2.1.doc/c_
securing_the_operating_system.html 
[Accessed: December 2017]

[7] Wang Z, Jiang X, Cui W, Ning P.  
Countering kernel rootkits with 
lightweight hook protection. In: 
Proceedings of the 16th ACM Conference 
on Computer and Communications 
Security. 2009. pp. 545-554

[8] Friedl S. An Illustrated Guide to the 
Kaminsky DNS Vulnerability [Online]. 

Available from: http://unixwiz.net/
techtips/iguide-kaminsky-dns-vuln.
html [Accessed: December 2017]

[9] Kocher P. Timing attacks on 
implementations of Diffie-Hellman, 
RSA, DSS, and other systems. In: 
Advances in Cryptology (CRYPTO ‘96). 
Lecture Notes in Computer Science. Vol. 
1109. Heidelberg, Berlin: Springer; 1996. 
pp. 104-113

[10] Aly H, ElGayyar M. Attacking AES 
using Bernstein’s attack on modern 
processors. In: Youssef A, Nitaj A, 
Hassanien AE, editors. Progress in 
Cryptology – AFRICACRYPT 2013. 
Vol. 7918. Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
2013. pp. 127-139

[11] Page D. Theoretical use of cache 
memory as a cryptanalytic side-channel. 
IACR Cryptology ePrint Archive. 
2002:1-23

[12] Tsunoo Y, Saito T, Suzaki T, 
Shigeri M, Miyauci H. Cryptanalysis of 
DES implemented on computers with 
cache. Cryptographic Hardware and 
Embedded Systems-CHES. 2003;2003

[13] Tromer E, Osvik D, Shamir A. 
Efficient cache attacks on AES, and 
countermeasures. Journal of Cryptology. 
2010;23(1):37-71

[14] Kocher P, Jaffe J, Jun B. Differential 
power analysis method and apparatus. 
U.S. Patent 7587044; 2009

[15] Cryptocoding.net. Cryptographic 
Coding Standards. Available from: 
https://cryptocoding.net/index.php/
Cryptography_Coding_Standard; 2013

[16] NaCl: Networking and 
Cryptography library. Available from: 
https://nacl.cr.yp.to/

[17] Tsunoo Y, Saito T, Suzaki T,  
Shigeri M, Miyauchi H. Cryptanalysis 



Cloud Computing Security - Concepts and Practice

72

Author details

Charles J. Gillan and George Karakonstantis*
The School of Electrical and Electronic Engineering and Computer Science 
(EEECS), Queen’s University Belfast, Northern Ireland

*Address all correspondence to: g.karakonstantis@qub.ac.uk

© 2020 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms 
of the Creative Commons Attribution License (http://creativecommons.org/licenses/
by/3.0), which permits unrestricted use, distribution, and reproduction in any medium, 
provided the original work is properly cited. 

73

Security at the Edge
DOI: http://dx.doi.org/10.5772/intechopen.92788

References

[1] Stojmenovic I, Wen S. The fog 
computing paradigm: Scenarios and 
security issues. In: 2014 Federated 
Conference on Computer Science 
and Information Systems (FedCSIS). 
Warsaw, Poland: IEEE; 2014. pp. 1-8

[2] Alrawais A, Alhothaily A, Hu C,  
Cheng X. Fog computing for the 
internet of things: Security and privacy 
issues. IEEE Internet Computing. 
2017;21(2):34-42

[3] Mukherjee M, Matam R,  
Shu L, Maglaras L, Ferrag MA, 
Choudhury N, et al. Security and 
privacy in fog computing: Challenges. 
IEEE Access. 2017;5:19293-19304

[4] Cabric M. Corporate Security 
Management. Challenges, Risks, 
and Strategies. 1st edition. London: 
Butterworth-Heinemann; 2015:242. 
ISBN: 9780128029343

[5] S Institute. Operating System 
Security and Secure Operating Systems 
[Online]. Available from: https://www.
giac.org/paper/gsec/2776/operating-
system-security-secure-operating-
systems/104723 [Accessed: December 
2017]

[6] IBM. Business Intelligence Architecture 
and Deployment Guide—Securing the 
Operating System [Online]. Available 
from: https://www.ibm.com/support/
knowledgecenter/en/SSEP7J_10.2.1/com.
ibm.swg.ba.cognos.crn_arch.10.2.1.doc/c_
securing_the_operating_system.html 
[Accessed: December 2017]

[7] Wang Z, Jiang X, Cui W, Ning P.  
Countering kernel rootkits with 
lightweight hook protection. In: 
Proceedings of the 16th ACM Conference 
on Computer and Communications 
Security. 2009. pp. 545-554

[8] Friedl S. An Illustrated Guide to the 
Kaminsky DNS Vulnerability [Online]. 

Available from: http://unixwiz.net/
techtips/iguide-kaminsky-dns-vuln.
html [Accessed: December 2017]

[9] Kocher P. Timing attacks on 
implementations of Diffie-Hellman, 
RSA, DSS, and other systems. In: 
Advances in Cryptology (CRYPTO ‘96). 
Lecture Notes in Computer Science. Vol. 
1109. Heidelberg, Berlin: Springer; 1996. 
pp. 104-113

[10] Aly H, ElGayyar M. Attacking AES 
using Bernstein’s attack on modern 
processors. In: Youssef A, Nitaj A, 
Hassanien AE, editors. Progress in 
Cryptology – AFRICACRYPT 2013. 
Vol. 7918. Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
2013. pp. 127-139

[11] Page D. Theoretical use of cache 
memory as a cryptanalytic side-channel. 
IACR Cryptology ePrint Archive. 
2002:1-23

[12] Tsunoo Y, Saito T, Suzaki T, 
Shigeri M, Miyauci H. Cryptanalysis of 
DES implemented on computers with 
cache. Cryptographic Hardware and 
Embedded Systems-CHES. 2003;2003

[13] Tromer E, Osvik D, Shamir A. 
Efficient cache attacks on AES, and 
countermeasures. Journal of Cryptology. 
2010;23(1):37-71

[14] Kocher P, Jaffe J, Jun B. Differential 
power analysis method and apparatus. 
U.S. Patent 7587044; 2009

[15] Cryptocoding.net. Cryptographic 
Coding Standards. Available from: 
https://cryptocoding.net/index.php/
Cryptography_Coding_Standard; 2013

[16] NaCl: Networking and 
Cryptography library. Available from: 
https://nacl.cr.yp.to/

[17] Tsunoo Y, Saito T, Suzaki T,  
Shigeri M, Miyauchi H. Cryptanalysis 



Cloud Computing Security - Concepts and Practice

74

of DES implemented on computers with 
cache. In: Walter CD, Koç ÇK, Paar C, 
editors. Cryptographic Hardware and 
Embedded Systems - CHES 2003. 
Vol. 2779. Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
2003. pp. 62-76

[18] Tromer E, Osvik DA, Shamir A.  
Efficient cache attacks on AES, 
and countermeasures. Journal of 
Cryptology. 2010;23:37-71. DOI: 
10.1007/s00145-009-9049-y

[19] Kocher P. Timing attacks on 
implementations of Diffie-Hellman, 
RSA, DSS and other systems. In: 
Advances in Cryptology - CRYPTO‘96. 
Berlin: Springer; 1996. pp. 104-113

[20] Qiao R, Seaborn M. A new approach 
for rowhammer attacks. In: 2016 IEEE 
international symposium on Hardware 
oriented security and trust (HOST). 
McLean, Virginia, USA: IEEE; 2016

[21] Brier E, Clavier C, Olivier F.  
Correlation Power Analysis with a 
Leakage Model in Cryptographic 
Hardware and Embedded Systems -  
CHES. In: Joye M, editor. Berlin, 
Heidelerg: Springer; 2004:16-29. DOI: 
10.1007/978-3-540-28632-5_2

[22] Mangard S, Oswald E, Popp T. 
Power Analysis Attacks: Revealing the 
Secrets of Smart Cards. New York, USA: 
Springer-Verlag US; 2007

[23] Tiri K, Akmal M, Verbauwhede I. A 
dynamic and differential CMOS 
logic with signal independent power 
consumption to withstand differential 
power analysis on smart cards. In: 
Proceedings of the 28th European Solid-
State Circuits Conference (ESSCIRC 
2002). University of Bologna; 2002

[24] Quisquater JJ, Samyde D.  
Electromagnetic analysis (EMA): 
Measures and counter-measures 
for smart cards. In: Smart Card 
Programming and Security (E-smart 

2001). Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
Vol. 2140. 2001. pp. 200-210

[25] Agrawal D, Archambeault B, 
Rao JR, Roha P. The EM side-channel(s). 
In: Cryptographic Hardware and 
Embedded Systems (CHES). Lecture 
Notes in Computer Science. Berlin, 
Heidelberg: Springer; Vol. 2523. 2002. 
pp. 29-45

[26] Yamaguchi M, Kobayashi S, Sugawa 
T, Toriduka H, Homma N, Satoh A, 
et al. Development of an on-chip 
micro shielded-loop probe to evaluate 
performance of magnetic film to protect a 
cryptographic LSI from electromagnetic 
analysis. In: International Symposium 
on Electromagnetic Compatibility 
(EMC). Lauderdale , Florida: IEEE; 2010. 
pp. 103-108

[27] Fahn P, Pearson P. IPA: A new class 
of power attacks. In: Cryptographic 
Hardware and Embedded Systems. 
Lecture Notes in Computer Science. 
Berlin, Heidelberg: Springer; Vol. 1717. 
1999. pp. 173-186

[28] Tiri K, Verbauwhede I. Charge 
recycling sense amplifier based logic: 
Securing low power security ICs 
against differential power analysis. In: 
Proceedings of the 30th European Solid-
State Circuits Conference, ESSCIRC. 
IEEE; Sept 2004. pp. 179-182

[29] Hospodar G, Gierlichs B,  
De Mulder E, Verbauwhede I, 
Vandewalle J. Machine learning in 
side-channel analysis: A first study. 
Journal of Cryptographic Engineering. 
2011;1(4):293-302

[30] Heuser A, Zohner M. Intelligent 
machine homicide: Breaking 
cryptographic devices using support 
vector machines. In: Constructive Side-
Channel Analysis and Secure Design—
COSADE 2012. Vol. 7275. Series LNCS. 
Berlin, Heidelberg: Springer; 2012. 
pp. 249-264

75

Security at the Edge
DOI: http://dx.doi.org/10.5772/intechopen.92788

[31] Lerman L, Bontempi G, 
Markowitch O. Side channel attack: An 
approach based on machine learning. In: 
Constructive Side-Channel Analysis and 
Secure Design—COSADE. 2011

[32] Markowitch O, Medeiros S, 
Bontempi G, Lerman L. A machine 
learning approach against a masked 
AES. Journal of Cryptographic 
Engineering. 2013;5(2):62-75. DOI: 
10.1007/s13389-014-0089-3

[33] Gilmore R, Hanley N, O’Neill M. 
Neural network based attack on a 
masked implementation of AES. In: 
IEEE International Symposium on 
Hardware Orientated Security and 
Trust. IEEE; 2005

[34] Anderson R, Kuhn M. Tamper 
resistance—A cautionary note. In: 
Proceedings of Second USENIX 
Workshop on Electronic Commerce. 
Oakland, California: USENIX; 1996. 
pp. 1-11. Available from: https://www.
usenix.org/legacy/publications/library/
proceedings/ec96/index.html

[35] Anderson R, Kuhn M. Low cost 
attacks on tamper resistant devices. In: 
Proceedings of 5th Security Protocols 
Workshop. Lecture Notes in Computer 
Science. Berlin, Heidelbergs: Springer; 
Vol. 1361. 1997. pp. 125-136

[36] Boneh D, DeMillo R, Lipton R. On 
the importance of eliminating errors in 
cryptographic computations. Journal of 
Cryptology. 2001;14(2):101-119

[37] Piret G, Quisquater J-J. A 
differential fault attack technique 
against SPN structures, with application 
to the AES and Khazad. In: Walter CD, 
Koç CK, Paar C editors. Proceedings 
of the 5th International Workshop, 
Cologne, Germany, September 
8-10. Vol. 2779. Lecture Notes in 
Computer Science. Berlin, Heidelberg: 
Springer; 2003. pp. 77-88. ISBN: 
978-3-540-45238-6

[38] Kim CH, Quisquater J-J. New 
differential fault analysis on AES key 
schedule: Two faults are enough. In: 
Grimaud G, Standaert FX, editors. 
Smart Card Research and Advanced 
Applications. Lecture Notes in 
Computer Science. Vol. 5189. Berlin, 
Heidelberg: Springer; 2008. pp. 48-60. 
DOI: 10.1007/978-3-540-85893-5_4

[39] Bar-Eli H, Choukri H, Naccache D,  
Tunstall M, Whelan C. The 
sorcerer’s apprentice guide to fault 
attacks. Proceedings of the IEEE. 
2006;94(2):370-382

[40] Bertoni G, Breveglieri L,  
Koren I, Maistri P, Piuri V. Error  
analysis and detection procedures 
for a hardware implementation of 
the advanced encryption standard. 
IEEE Transactions on Computers. 
2003;52(4):492-505

[41] Shamir A. Method and apparatus 
for protecting public key schemes from 
timing and fault attacks. U.S. Patent 
5991415; 1999

[42] The Real Story of Stuxnet. 
IEEE Spectrum Online [Online]. 
2013. Available from: https://
spectrum.ieee.org/telecom/security/
the-real-story-of-stuxnet

[43] USBKiller V3. USBKill [Online]. 
Available from: https://usbkill.com/ 
[Accessed: December 2017]

[44] Lipp M, Schwarz M, Gruss D, 
Prescher T, Haas W, Mangard S, et al. 
Meltdown and Spectre. Bugs in Modern 
Computers Leak Passwords and 
Sensitive Data [Online]. 2018. Available 
from: https://meltdownattack.com/
meltdown.pdf

[45] Gruss D, Lipp M, Schwarz M,  
Fellner R, Maurice C, Mangard S. 
KASLR is dead: Long live KASLR. In: 
International Symposium on 
Engineering Secure Software and 
Systems. Austria: University of Graz; 
2017



Cloud Computing Security - Concepts and Practice

74

of DES implemented on computers with 
cache. In: Walter CD, Koç ÇK, Paar C, 
editors. Cryptographic Hardware and 
Embedded Systems - CHES 2003. 
Vol. 2779. Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
2003. pp. 62-76

[18] Tromer E, Osvik DA, Shamir A.  
Efficient cache attacks on AES, 
and countermeasures. Journal of 
Cryptology. 2010;23:37-71. DOI: 
10.1007/s00145-009-9049-y

[19] Kocher P. Timing attacks on 
implementations of Diffie-Hellman, 
RSA, DSS and other systems. In: 
Advances in Cryptology - CRYPTO‘96. 
Berlin: Springer; 1996. pp. 104-113

[20] Qiao R, Seaborn M. A new approach 
for rowhammer attacks. In: 2016 IEEE 
international symposium on Hardware 
oriented security and trust (HOST). 
McLean, Virginia, USA: IEEE; 2016

[21] Brier E, Clavier C, Olivier F.  
Correlation Power Analysis with a 
Leakage Model in Cryptographic 
Hardware and Embedded Systems -  
CHES. In: Joye M, editor. Berlin, 
Heidelerg: Springer; 2004:16-29. DOI: 
10.1007/978-3-540-28632-5_2

[22] Mangard S, Oswald E, Popp T. 
Power Analysis Attacks: Revealing the 
Secrets of Smart Cards. New York, USA: 
Springer-Verlag US; 2007

[23] Tiri K, Akmal M, Verbauwhede I. A 
dynamic and differential CMOS 
logic with signal independent power 
consumption to withstand differential 
power analysis on smart cards. In: 
Proceedings of the 28th European Solid-
State Circuits Conference (ESSCIRC 
2002). University of Bologna; 2002

[24] Quisquater JJ, Samyde D.  
Electromagnetic analysis (EMA): 
Measures and counter-measures 
for smart cards. In: Smart Card 
Programming and Security (E-smart 

2001). Lecture Notes in Computer 
Science. Berlin, Heidelberg: Springer; 
Vol. 2140. 2001. pp. 200-210

[25] Agrawal D, Archambeault B, 
Rao JR, Roha P. The EM side-channel(s). 
In: Cryptographic Hardware and 
Embedded Systems (CHES). Lecture 
Notes in Computer Science. Berlin, 
Heidelberg: Springer; Vol. 2523. 2002. 
pp. 29-45

[26] Yamaguchi M, Kobayashi S, Sugawa 
T, Toriduka H, Homma N, Satoh A, 
et al. Development of an on-chip 
micro shielded-loop probe to evaluate 
performance of magnetic film to protect a 
cryptographic LSI from electromagnetic 
analysis. In: International Symposium 
on Electromagnetic Compatibility 
(EMC). Lauderdale , Florida: IEEE; 2010. 
pp. 103-108

[27] Fahn P, Pearson P. IPA: A new class 
of power attacks. In: Cryptographic 
Hardware and Embedded Systems. 
Lecture Notes in Computer Science. 
Berlin, Heidelberg: Springer; Vol. 1717. 
1999. pp. 173-186

[28] Tiri K, Verbauwhede I. Charge 
recycling sense amplifier based logic: 
Securing low power security ICs 
against differential power analysis. In: 
Proceedings of the 30th European Solid-
State Circuits Conference, ESSCIRC. 
IEEE; Sept 2004. pp. 179-182

[29] Hospodar G, Gierlichs B,  
De Mulder E, Verbauwhede I, 
Vandewalle J. Machine learning in 
side-channel analysis: A first study. 
Journal of Cryptographic Engineering. 
2011;1(4):293-302

[30] Heuser A, Zohner M. Intelligent 
machine homicide: Breaking 
cryptographic devices using support 
vector machines. In: Constructive Side-
Channel Analysis and Secure Design—
COSADE 2012. Vol. 7275. Series LNCS. 
Berlin, Heidelberg: Springer; 2012. 
pp. 249-264

75

Security at the Edge
DOI: http://dx.doi.org/10.5772/intechopen.92788

[31] Lerman L, Bontempi G, 
Markowitch O. Side channel attack: An 
approach based on machine learning. In: 
Constructive Side-Channel Analysis and 
Secure Design—COSADE. 2011

[32] Markowitch O, Medeiros S, 
Bontempi G, Lerman L. A machine 
learning approach against a masked 
AES. Journal of Cryptographic 
Engineering. 2013;5(2):62-75. DOI: 
10.1007/s13389-014-0089-3

[33] Gilmore R, Hanley N, O’Neill M. 
Neural network based attack on a 
masked implementation of AES. In: 
IEEE International Symposium on 
Hardware Orientated Security and 
Trust. IEEE; 2005

[34] Anderson R, Kuhn M. Tamper 
resistance—A cautionary note. In: 
Proceedings of Second USENIX 
Workshop on Electronic Commerce. 
Oakland, California: USENIX; 1996. 
pp. 1-11. Available from: https://www.
usenix.org/legacy/publications/library/
proceedings/ec96/index.html

[35] Anderson R, Kuhn M. Low cost 
attacks on tamper resistant devices. In: 
Proceedings of 5th Security Protocols 
Workshop. Lecture Notes in Computer 
Science. Berlin, Heidelbergs: Springer; 
Vol. 1361. 1997. pp. 125-136

[36] Boneh D, DeMillo R, Lipton R. On 
the importance of eliminating errors in 
cryptographic computations. Journal of 
Cryptology. 2001;14(2):101-119

[37] Piret G, Quisquater J-J. A 
differential fault attack technique 
against SPN structures, with application 
to the AES and Khazad. In: Walter CD, 
Koç CK, Paar C editors. Proceedings 
of the 5th International Workshop, 
Cologne, Germany, September 
8-10. Vol. 2779. Lecture Notes in 
Computer Science. Berlin, Heidelberg: 
Springer; 2003. pp. 77-88. ISBN: 
978-3-540-45238-6

[38] Kim CH, Quisquater J-J. New 
differential fault analysis on AES key 
schedule: Two faults are enough. In: 
Grimaud G, Standaert FX, editors. 
Smart Card Research and Advanced 
Applications. Lecture Notes in 
Computer Science. Vol. 5189. Berlin, 
Heidelberg: Springer; 2008. pp. 48-60. 
DOI: 10.1007/978-3-540-85893-5_4

[39] Bar-Eli H, Choukri H, Naccache D,  
Tunstall M, Whelan C. The 
sorcerer’s apprentice guide to fault 
attacks. Proceedings of the IEEE. 
2006;94(2):370-382

[40] Bertoni G, Breveglieri L,  
Koren I, Maistri P, Piuri V. Error  
analysis and detection procedures 
for a hardware implementation of 
the advanced encryption standard. 
IEEE Transactions on Computers. 
2003;52(4):492-505

[41] Shamir A. Method and apparatus 
for protecting public key schemes from 
timing and fault attacks. U.S. Patent 
5991415; 1999

[42] The Real Story of Stuxnet. 
IEEE Spectrum Online [Online]. 
2013. Available from: https://
spectrum.ieee.org/telecom/security/
the-real-story-of-stuxnet

[43] USBKiller V3. USBKill [Online]. 
Available from: https://usbkill.com/ 
[Accessed: December 2017]

[44] Lipp M, Schwarz M, Gruss D, 
Prescher T, Haas W, Mangard S, et al. 
Meltdown and Spectre. Bugs in Modern 
Computers Leak Passwords and 
Sensitive Data [Online]. 2018. Available 
from: https://meltdownattack.com/
meltdown.pdf

[45] Gruss D, Lipp M, Schwarz M,  
Fellner R, Maurice C, Mangard S. 
KASLR is dead: Long live KASLR. In: 
International Symposium on 
Engineering Secure Software and 
Systems. Austria: University of Graz; 
2017



Cloud Computing Security - Concepts and Practice

76

[46] Kocher P, Genkin D, Gruss D, 
Haas W, Hamburg M, Lipp M. Meltdown 
and Spectre. Bugs in Modern Computers 
Leak Passwords and Sensitive Sata 
[Online]. 2018. Available from: https://
spectreattack.com/spectre.pdf

[47] Watson RNM, Woodruff J, Roe M, 
Moore SW, Neumann PG. Capability 
Hardware Enhanced RISC Instructions 
(CHERI): Notes on the Meltdown 
and Spectre Attacks. University of 
Cambridge Technical Reports, UCAM-
CL-TR-916, Feb 2018. Available from: 
https://www.cl.cam.ac.uk/techreports/
UCAM-CL-TR-916.pdf

[48] Gruss D, Lipp M, Schwarz M, 
Fellner R, Maurice C, Mangard S. 
KASLR is dead: Long live KASLR. In: 
Bodden E, Payer M, Athanasopoulos E, 
editors. Engineering Secure Software 
and Systems. ESSoS 2017. Lecture Notes 
in Computer Science. Vol. 10379. Cham: 
Springer; 2017. pp. 161-176

77

Chapter 5

Securing the Deployment of 
Cloud-Hosted Services for 
Guaranteeing Multitenancy 
Isolation
Laud Charles Ochei

Abstract

Multitenancy introduces significant error and security challenges in the cloud 
depending on the location of the functionality to be shared and the required 
degree of isolation between the tenants. Existing approaches for securing the 
deployment of cloud-hosted services to serve multiple users have paid little 
attention to evaluating the effect of the varying degrees of multitenancy isola-
tion on the security and access privilege of tenants (or components). In addition, 
approaches for securing the isolation of tenants (or components) are usually 
implemented at lower layers of the cloud stack and often apply to the entire system 
and not to individual tenants (or components). This study presents CLAMP 
(Cloud-based architectural approach for securing services through Multitenancy 
deployment Patterns) to securing the deployment of cloud-hosted services in 
a way that guarantees the required degree of isolation between the tenants. 
We evaluated the framework by applying it to a motivating cloud deployment 
problem. The findings show among other things that the framework can be used 
to select suitable deployment patterns, evaluate the effect of varying degrees of 
isolation on the cloud-hosted service, analyse the deployment requirements of 
cloud-hosted services and optimise the deployment of the cloud-hosted service to 
guarantee multitenancy isolation.

Keywords: security, cloud-hosted services, deployment, multitenancy, tenant 
isolation

1. Introduction

Applications on the cloud are accessed over the internet using standard internet 
protocols. In deciding to store data or host applications in the public cloud, an 
organisation loses its ability to access the servers that store its information. In this 
way, potentially sensitive data are at risk from insider attacks.

Therefore, cloud service providers must put in place security measures to 
physical access to the servers in the data center and frequently monitor data centers 
for suspicious activity. Security and privacy challenges deriving from the use of 
the internet are substantial and but no different from the security issues of the 
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implemented at lower layers of the cloud stack and often apply to the entire system 
and not to individual tenants (or components). This study presents CLAMP 
(Cloud-based architectural approach for securing services through Multitenancy 
deployment Patterns) to securing the deployment of cloud-hosted services in 
a way that guarantees the required degree of isolation between the tenants. 
We evaluated the framework by applying it to a motivating cloud deployment 
problem. The findings show among other things that the framework can be used 
to select suitable deployment patterns, evaluate the effect of varying degrees of 
isolation on the cloud-hosted service, analyse the deployment requirements of 
cloud-hosted services and optimise the deployment of the cloud-hosted service to 
guarantee multitenancy isolation.
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1. Introduction

Applications on the cloud are accessed over the internet using standard internet 
protocols. In deciding to store data or host applications in the public cloud, an 
organisation loses its ability to access the servers that store its information. In this 
way, potentially sensitive data are at risk from insider attacks.

Therefore, cloud service providers must put in place security measures to 
physical access to the servers in the data center and frequently monitor data centers 
for suspicious activity. Security and privacy challenges deriving from the use of 
the internet are substantial and but no different from the security issues of the 
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applications not hosted in the cloud. The one significant security element intro-
duced by the cloud is multitenancy [1].

Multitenancy is an essential cloud computing property. Multitenancy is a soft-
ware architecture where one instance of a cloud offering is used to serve multiple 
tenants and/or components [2, 3]. Multitenancy means that your application is 
utilising a virtual machine on a physical computer that is hosting multiple virtual 
machines. There are many forms of attack utilising multitenancy- inadvertent 
data sharing, virtual machine escape, side channel attack, and denial of ser-
vice attack.

Users can require varying or different degrees of isolation between components 
when implementing multitenancy. To avoid interference, a high degree of insula-
tion between components may be required, but this usually results in high resource 
consumption and running costs per component. A low degree of isolation promotes 
sharing of components, resulting in low resource consumption and running costs, 
but with high performance impact when the workload changes and the application 
does not scale up/down.

The challenge therefore is how to: (i) ensure that there is isolation between 
multiple tenants accessing the service or components designed (or integrated) with 
the service; (ii) resolve the trade-offs between varying degrees of isolation between 
tenants or components.

Motivated by this problem, this study presents a framework, CLAMP (Cloud-
based architectural approach for securing services through Multitenancy deploy-
ment Patterns) to securing the deployment of cloud-hosted services in a way that 
guarantees the isolation between tenants. The framework assumes that the issues of 
security are tackled from the perspective of the tenant owns software components 
and is responsible for configuring them to design and deploy its own cloud-hosted 
application on a shared cloud platform whose provider does not have control over 
these components.

We evaluated the framework by applying it to a motivating cloud deployment 
problem that requires securing several components of a cloud-hosted service while 
guaranteeing the required degree of isolation between tenants. The research ques-
tion addressed in this study is: “How can we secure the deployment of cloud-hosted 
services in a way that guarantees isolation between tenants”.

The main contributions of this study are:

1. To develop a framework for securing the deployment of cloud-hosted services 
in a way that guarantees the isolation of tenants.

2. To evaluate the framework by applying it to a motivating cloud deployment 
problem.

3. To develop a cloud security checklist for guiding software architects in 
 implementing the framework.

4. Present recommendations and best practice guidelines for securing the 
 deployment of cloud-hosted services based on the framework.

Our findings show among other things that the framework can be used to select 
suitable deployment patterns, evaluate the effect of varying degrees of isolation on 
the cloud-hosted service, analyse the deployment requirements of cloud-hosted 
services and optimise the deployment of the cloud-hosted service to guarantee 
multitenancy isolation.
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The rest of this chapter is organised as follows. Section 2 presents an overview 
of cloud computing and cloud security. Section 3 presents architectures for 
cloud-hosted services. Section 4 presents multitenancy in a cloud environment. 
Section 5 discusses related work on multitenancy and cloud security. Section 6 
presents a framework for securing the deployment of cloud-hosted services for 
guaranteeing multitenant isolation, while Section 7 evaluates the framework 
by applying it to a motivating cloud deployment problem. Section 8 provides 
further discussion and recommendations for securing the deployment of cloud-
hosted services based on the framework. Section 9 concludes the chapters with 
future work.

2. Cloud computing security

This section gives an overview of cloud computing and cloud security and 
multitenancy.

2.1 Cloud computing

According to Armbrust et al. [4], “cloud computing refers to both the applica-
tions delivered as a service over the Internet and the hardware and systems software 
in the data centers that provides those.

services.”
The cloud includes hardware for the data centre as well as software. The cloud 

could either be a public cloud (that is, cloud that is provided to the general public in 
a prepaid manner), private cloud (that is, an organisation’s internal IT infrastructure 
which is not available to the public at large), or a hybrid cloud (that is, a private 
cloud’s computing capacity that is enhanced by the public cloud).

Although there are so many definitions that have been given for the term cloud 
computing, there is common agreement on the basic characteristics of a cloud 
computing environment. These include [3]—pay-per-use, elastic capacity and 
the illusion of infinite, self-service interface, and resources that are abstracted or 
virtualized.

There are three basic cloud service models:

i. Software as a Service (SaaS): In the SaaS model, cloud providers can install, 
operate and access their application software using a web browser. An 
example of a SaaS provider is Salesforce.com, which utilises the SaaS model 
to provide Customer Relationship Management (CRM) applications located 
on their server to customers. This eliminates the need for customers to run 
and install the application on their own computers.

ii. Platform as a Service (PaaS): In the PaaS model, cloud providers deliver 
cloud platforms which represent an environment for application develop-
ers to create and deploy their applications. A notable example of PaaS 
is the Google App Engine, which provides an environment for creating 
and deploying web-based applications written in specific programming 
languages.

iii. Infrastructure as a Service (IaaS): In the IaaS model, cloud providers offer 
physical (computers, storage) and virtualized computer resources. Examples 
of IaaS providers include: Amazon EC2, and Azure Services Platform.
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applications not hosted in the cloud. The one significant security element intro-
duced by the cloud is multitenancy [1].

Multitenancy is an essential cloud computing property. Multitenancy is a soft-
ware architecture where one instance of a cloud offering is used to serve multiple 
tenants and/or components [2, 3]. Multitenancy means that your application is 
utilising a virtual machine on a physical computer that is hosting multiple virtual 
machines. There are many forms of attack utilising multitenancy- inadvertent 
data sharing, virtual machine escape, side channel attack, and denial of ser-
vice attack.

Users can require varying or different degrees of isolation between components 
when implementing multitenancy. To avoid interference, a high degree of insula-
tion between components may be required, but this usually results in high resource 
consumption and running costs per component. A low degree of isolation promotes 
sharing of components, resulting in low resource consumption and running costs, 
but with high performance impact when the workload changes and the application 
does not scale up/down.

The challenge therefore is how to: (i) ensure that there is isolation between 
multiple tenants accessing the service or components designed (or integrated) with 
the service; (ii) resolve the trade-offs between varying degrees of isolation between 
tenants or components.

Motivated by this problem, this study presents a framework, CLAMP (Cloud-
based architectural approach for securing services through Multitenancy deploy-
ment Patterns) to securing the deployment of cloud-hosted services in a way that 
guarantees the isolation between tenants. The framework assumes that the issues of 
security are tackled from the perspective of the tenant owns software components 
and is responsible for configuring them to design and deploy its own cloud-hosted 
application on a shared cloud platform whose provider does not have control over 
these components.

We evaluated the framework by applying it to a motivating cloud deployment 
problem that requires securing several components of a cloud-hosted service while 
guaranteeing the required degree of isolation between tenants. The research ques-
tion addressed in this study is: “How can we secure the deployment of cloud-hosted 
services in a way that guarantees isolation between tenants”.

The main contributions of this study are:

1. To develop a framework for securing the deployment of cloud-hosted services 
in a way that guarantees the isolation of tenants.

2. To evaluate the framework by applying it to a motivating cloud deployment 
problem.

3. To develop a cloud security checklist for guiding software architects in 
 implementing the framework.

4. Present recommendations and best practice guidelines for securing the 
 deployment of cloud-hosted services based on the framework.

Our findings show among other things that the framework can be used to select 
suitable deployment patterns, evaluate the effect of varying degrees of isolation on 
the cloud-hosted service, analyse the deployment requirements of cloud-hosted 
services and optimise the deployment of the cloud-hosted service to guarantee 
multitenancy isolation.

79

Securing the Deployment of Cloud-Hosted Services for Guaranteeing Multitenancy Isolation
DOI: http://dx.doi.org/10.5772/intechopen.92142

The rest of this chapter is organised as follows. Section 2 presents an overview 
of cloud computing and cloud security. Section 3 presents architectures for 
cloud-hosted services. Section 4 presents multitenancy in a cloud environment. 
Section 5 discusses related work on multitenancy and cloud security. Section 6 
presents a framework for securing the deployment of cloud-hosted services for 
guaranteeing multitenant isolation, while Section 7 evaluates the framework 
by applying it to a motivating cloud deployment problem. Section 8 provides 
further discussion and recommendations for securing the deployment of cloud-
hosted services based on the framework. Section 9 concludes the chapters with 
future work.

2. Cloud computing security

This section gives an overview of cloud computing and cloud security and 
multitenancy.

2.1 Cloud computing

According to Armbrust et al. [4], “cloud computing refers to both the applica-
tions delivered as a service over the Internet and the hardware and systems software 
in the data centers that provides those.

services.”
The cloud includes hardware for the data centre as well as software. The cloud 

could either be a public cloud (that is, cloud that is provided to the general public in 
a prepaid manner), private cloud (that is, an organisation’s internal IT infrastructure 
which is not available to the public at large), or a hybrid cloud (that is, a private 
cloud’s computing capacity that is enhanced by the public cloud).

Although there are so many definitions that have been given for the term cloud 
computing, there is common agreement on the basic characteristics of a cloud 
computing environment. These include [3]—pay-per-use, elastic capacity and 
the illusion of infinite, self-service interface, and resources that are abstracted or 
virtualized.
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example of a SaaS provider is Salesforce.com, which utilises the SaaS model 
to provide Customer Relationship Management (CRM) applications located 
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and install the application on their own computers.

ii. Platform as a Service (PaaS): In the PaaS model, cloud providers deliver 
cloud platforms which represent an environment for application develop-
ers to create and deploy their applications. A notable example of PaaS 
is the Google App Engine, which provides an environment for creating 
and deploying web-based applications written in specific programming 
languages.

iii. Infrastructure as a Service (IaaS): In the IaaS model, cloud providers offer 
physical (computers, storage) and virtualized computer resources. Examples 
of IaaS providers include: Amazon EC2, and Azure Services Platform.
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2.2 Cloud security

Cloud security relates to a wide range of policies, techniques, applications, 
and controls used to safeguard virtualized IP, information, apps, services, and 
related infrastructure. Cloud security is very essential for companies making 
the shift to the cloud and also for customers who use the cloud for a range of 
personal services especially as security threats continue to evolve and become 
more advanced. Cloud security concerns fall into two wide classifications: (i) 
security concerns faced by cloud providers (businesses providing software, 
platform, or infrastructure-as - a-service organisations through the cloud); 
(ii) security concerns faced by their customers (businesses or organisations 
that host applications or store data in the cloud). However, the responsibility is 
shared. There are four (4) main forms of attack that use multitenancy: inadver-
tent information sharing, virtual machine escape, side-channel attack, denial 
of service attack. The focus of this study is mostly related to inadvertent infor-
mation sharing where a tenant has a set of components/resources or services 
which are mapped to some physical resource on the cloud platform. Under this 
situation, data residing on the physical resource from one tenant may be leak to 
another tenant.

Cloud service suppliers often store more than one customer information on 
the same server in order to conserve resources (e.g., CPU, memory, storage space) 
reduce cost and maintain service level agreement. To handle such sensitive situa-
tions, cloud service providers usually put in place robust secure measures to ensure 
proper data isolation and logical storage segregation [5].

Cloud security is the protection of data, applications, and infrastructures 
involved in cloud computing. Cloud security concerns can be grouped in various 
ways. Gartner listed seven (7) categories of cloud security. In the “data segregation” 
category, which is the closest to the focus of our study, the cloud is typically in a 
shared environment alongside data from other customers [6]. The Cloud Security 
Alliance identified 12 areas of concern [7]. In “Abuse and Nefarious Use of Cloud 
Services” category, which is the closet to our study, the focus is on the use of poorly 
secured cloud service deployments, free cloud service trials and fraudulent account 
sign-ups via payment instrument fraud expose cloud computing models such as 
IaaS, PaaS, and SaaS to malicious attacks.

3. Architectures for cloud-hosted services

The architectures or cloud patterns used to deploy cloud-hosted services to 
the cloud are of great importance to software architects because they determine 
whether or not the system’s essential quality attributes (e.g., performance) will be 
exhibited [1, 8, 9].

3.1 Architectural patterns

Architectural and design patterns have long been used to provide known 
solutions to many common problems a distributed system face [1, 10]. A system/
application architecture decides whether or not it will show its necessary quality 
attributes (e.g., performance, availability, and security) [1, 8].

Definition 2.3: Architectural Pattern. Architectural patterns are compositions 
of architectural elements that provide bundled solutions to solve recurring prob-
lems a system faces [1].
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A cloud pattern in the cloud computing environment represents a well-defined 
format for explaining an appropriate solution to a cloud-related problem [11]. There 
are several cloud problems, such as: (i) selecting an appropriate cloud type for host-
ing applications; (ii) selecting a cloud service delivery approach; (iii) deploying a 
multi-tenant service in a way that ensures tenant isolation.

Cloud deployment architects are using cloud patterns as a reference guide 
to document best practice on how to plan, develop and deploy cloud-based 
applications.

Definition 2.4: Cloud Deployment Pattern. A “Cloud deployment pattern” is 
defined as a type of architectural pattern, which embodies decisions as to how ele-
ments of the cloud application will be assigned to the cloud environment where the 
application is executed.

Our definition of cloud deployment pattern is similar to the concept of design 
patterns [10], (architectural) deployment patterns [1], collaboration architectures 
[8], cloud computing patterns [11], cloud architecture patterns [12], and cloud 
design patterns [13].

One of a cloud deployment architect’s main duty is to assign cloud application 
elements to the hardware elements (e.g. processor, filesystems) and communica-
tion elements (e.g. protocols, message queues) in the cloud environment so that the 
necessary quality attributes can be achieved.

Figure 1 demonstrates how elements of Hudson (a typical of Global Software 
Development tool) are mapped to the elements of the cloud environment. Hudson 
operates on an Amazon EC2 instance while periodically extracts and stores the data 
it produces on separate cloud storage (e.g., Amazon S3).

4. Multitenancy in a cloud environment

Multitenancy is an essential cloud computing property where a single instance 
of a cloud offering is used to serve multiple tenants and/or components [14, 15]. 
One of the challenges of implementing multitenancy on the cloud is how to enable 
the required degree of isolation between multiple components of a cloud-hosted 

Figure 1. 
Mapping elements of a cloud-hosted service to the external environment.



Cloud Computing Security - Concepts and Practice

80

2.2 Cloud security

Cloud security relates to a wide range of policies, techniques, applications, 
and controls used to safeguard virtualized IP, information, apps, services, and 
related infrastructure. Cloud security is very essential for companies making 
the shift to the cloud and also for customers who use the cloud for a range of 
personal services especially as security threats continue to evolve and become 
more advanced. Cloud security concerns fall into two wide classifications: (i) 
security concerns faced by cloud providers (businesses providing software, 
platform, or infrastructure-as - a-service organisations through the cloud); 
(ii) security concerns faced by their customers (businesses or organisations 
that host applications or store data in the cloud). However, the responsibility is 
shared. There are four (4) main forms of attack that use multitenancy: inadver-
tent information sharing, virtual machine escape, side-channel attack, denial 
of service attack. The focus of this study is mostly related to inadvertent infor-
mation sharing where a tenant has a set of components/resources or services 
which are mapped to some physical resource on the cloud platform. Under this 
situation, data residing on the physical resource from one tenant may be leak to 
another tenant.

Cloud service suppliers often store more than one customer information on 
the same server in order to conserve resources (e.g., CPU, memory, storage space) 
reduce cost and maintain service level agreement. To handle such sensitive situa-
tions, cloud service providers usually put in place robust secure measures to ensure 
proper data isolation and logical storage segregation [5].

Cloud security is the protection of data, applications, and infrastructures 
involved in cloud computing. Cloud security concerns can be grouped in various 
ways. Gartner listed seven (7) categories of cloud security. In the “data segregation” 
category, which is the closest to the focus of our study, the cloud is typically in a 
shared environment alongside data from other customers [6]. The Cloud Security 
Alliance identified 12 areas of concern [7]. In “Abuse and Nefarious Use of Cloud 
Services” category, which is the closet to our study, the focus is on the use of poorly 
secured cloud service deployments, free cloud service trials and fraudulent account 
sign-ups via payment instrument fraud expose cloud computing models such as 
IaaS, PaaS, and SaaS to malicious attacks.

3. Architectures for cloud-hosted services

The architectures or cloud patterns used to deploy cloud-hosted services to 
the cloud are of great importance to software architects because they determine 
whether or not the system’s essential quality attributes (e.g., performance) will be 
exhibited [1, 8, 9].

3.1 Architectural patterns

Architectural and design patterns have long been used to provide known 
solutions to many common problems a distributed system face [1, 10]. A system/
application architecture decides whether or not it will show its necessary quality 
attributes (e.g., performance, availability, and security) [1, 8].

Definition 2.3: Architectural Pattern. Architectural patterns are compositions 
of architectural elements that provide bundled solutions to solve recurring prob-
lems a system faces [1].

81

Securing the Deployment of Cloud-Hosted Services for Guaranteeing Multitenancy Isolation
DOI: http://dx.doi.org/10.5772/intechopen.92142

A cloud pattern in the cloud computing environment represents a well-defined 
format for explaining an appropriate solution to a cloud-related problem [11]. There 
are several cloud problems, such as: (i) selecting an appropriate cloud type for host-
ing applications; (ii) selecting a cloud service delivery approach; (iii) deploying a 
multi-tenant service in a way that ensures tenant isolation.

Cloud deployment architects are using cloud patterns as a reference guide 
to document best practice on how to plan, develop and deploy cloud-based 
applications.

Definition 2.4: Cloud Deployment Pattern. A “Cloud deployment pattern” is 
defined as a type of architectural pattern, which embodies decisions as to how ele-
ments of the cloud application will be assigned to the cloud environment where the 
application is executed.

Our definition of cloud deployment pattern is similar to the concept of design 
patterns [10], (architectural) deployment patterns [1], collaboration architectures 
[8], cloud computing patterns [11], cloud architecture patterns [12], and cloud 
design patterns [13].

One of a cloud deployment architect’s main duty is to assign cloud application 
elements to the hardware elements (e.g. processor, filesystems) and communica-
tion elements (e.g. protocols, message queues) in the cloud environment so that the 
necessary quality attributes can be achieved.

Figure 1 demonstrates how elements of Hudson (a typical of Global Software 
Development tool) are mapped to the elements of the cloud environment. Hudson 
operates on an Amazon EC2 instance while periodically extracts and stores the data 
it produces on separate cloud storage (e.g., Amazon S3).

4. Multitenancy in a cloud environment

Multitenancy is an essential cloud computing property where a single instance 
of a cloud offering is used to serve multiple tenants and/or components [14, 15]. 
One of the challenges of implementing multitenancy on the cloud is how to enable 
the required degree of isolation between multiple components of a cloud-hosted 

Figure 1. 
Mapping elements of a cloud-hosted service to the external environment.



Cloud Computing Security - Concepts and Practice

82

application (or tenants accessing a cloud-hosted application). We refer to this as 
multitenancy isolation.

Definition 1: Multitenancy isolation. The term “Multitenancy Isolation” refers 
to an approach to ensuring that one tenant’s performance, stored data volume, and 
access rights do not impact other tenants accessing the shared application compo-
nent or its functionality. Multitenancy isolation can be represented in three main 
cloud multitenancy patterns [11]:

1. Shared component: Tenants use the same instance of a resource and may not 
be aware that other tenants are using it.

2. Tenant-isolated component: Tenants share the same resource instance but are 
assured of their isolation. This pattern allows for the tenant-specific configura-
tion of the functionality or resource offered.

3. Dedicated component: Tenants do not share resource instance. That is, each 
tenant is associated with one instance (or a certain number of instances) of the 
resource.

4.1 Degrees of multitenancy isolation

The degree of isolation between tenants accessing a shared component of 
an application can be expressed in the three multitenancy patterns (i.e., shared 
component, tenant-isolated component and dedicated component). The shared 
component reflects the lowest degree of isolation between tenants whilst the highest 
is the dedicated component.

The three key areas where tenant isolation can be addressed in a system are: per-
formance, stored data volume and access privileges. For example, in performance 
isolation, other tenants should not be affected by the workload created by other ten-
ants. For example, other tenants should not be impacted by the workload generated 
by other tenants when considering performance isolation.

Guo et al. [16] evaluated different isolation capabilities related to authentication, 
information protection, faults, administration etc.

Different isolation capabilities related to faults, information protection, authen-
tication, administration, etc., have been evaluated by Guo et al. [16]. Bauer and 
Adams [17] have studied how to virtualization can be used to ensure that the failure 
of one tenant instance does not spread into other tenant instances.

A high degree of isolation can be achieved by deploying an application com-
ponent exclusively for one tenant. This would ensure that there is little or no 
performance interference between the components when workload changes. The 
deployment of an application component specifically for one tenant can achieve a 
high degree of insulation. This ensures that when workload changes, there is little or 
no performance impact between the components.

Nevertheless, since components are not shared (e.g. in a situation where some 
strict laws and regulations prohibit them from being shared), this means duplicat-
ing the components for each tenant, resulting in high resource consumption and 
running costs. In general, this would restrict the number of requests to access the 
components.

It may also be that a component requires a low degree of isolation, for example, 
to facilitate sharing of the functionality, data, and resources of the component. 
This would minimise resource consumption and running costs, but other 
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component’s performance might be affected if one of the components experiences 
a change in workload.

The challenge for a cloud deployment architect would therefore be how to 
overcome the trade-offs between the required performance, system resources and 
access privileges at different levels of an application when selecting one (or combi-
nations) of multitenancy patterns to deploy software tools in the cloud. Resolving 
the trade-off involving access privileges of users at different levels of an application 
depending on the type of multitenancy deployment pattern that is being used is one 
of the strategies for providing security for cloud-hosted services deployed based on 
multitenancy architecture.

4.2 Implementation of multitenancy isolation

Multitenancy isolation can be implemented both at the process levels (i.e., based 
on the processes that interacts with the system) and data levels (i.e., based data 
that is being generated or manipulated by the system) of a cloud-hosted service. 
Figure 2 shows an architecture that can be used to implement multitenancy isola-
tion at the data level. This implementation represents an application that logs each 
operation into a database by relying on an automated build verification and testing 
in response to a specific event such as detecting changes in a file.

A specific example of an implementation shown in Figure 2 is to use Hudson’s 
Files Found-Trigger plugin to poll one or more directories and start a build if there 
are certain files in those directories [18]. Hudson is an open source tool and so can 
be easily modified by adding a Java class that accepts a filename as argument into 
the plugin. The plugin is loaded into a separate class loader during execution, to 
avoid interfering with the core functionality of Hudson.

Definition 2: Application Component. This refers to an encapsulation of a 
functionality or resource that is shared between multiple tenants. A component of 
an application could be a data handling component (e.g. database), communication 

Figure 2. 
Multitenancy isolation architecture for cloud-hosted applications.
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operation into a database by relying on an automated build verification and testing 
in response to a specific event such as detecting changes in a file.
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Files Found-Trigger plugin to poll one or more directories and start a build if there 
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the plugin. The plugin is loaded into a separate class loader during execution, to 
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Definition 2: Application Component. This refers to an encapsulation of a 
functionality or resource that is shared between multiple tenants. A component of 
an application could be a data handling component (e.g. database), communication 

Figure 2. 
Multitenancy isolation architecture for cloud-hosted applications.
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component (e.g. message queue), user interface component (e.g. AJAX) or process-
ing component (e.g. load balancer).

There are several solutions to multitenancy implementation which have been 
widely discussed in the literature. Multitenancy can be introduced at different cloud 
stack layers: application layer [16], middleware layer [19], and data layer [20, 21].

It has been suggested that customization is the solution to addressing the 
hidden constraints on multitenancy such as complexities, security, scalability and 
flexibility [22]. Furthermore, integrating a plugin into a cloud-based service can 
provide a workaround for true multitenancy. Again, most of the solutions available 
to incorporate multitenancy require a re-engineering of the cloud service to some 
degree [17, 23].

Other research work on multitenancy isolation include: [24–30].

5. Related work on cloud security

Apart from the general research on best practices in securing the cloud against 
various forms of attacks, there is little research on approaches to secure cloud 
services against attacks arising from implementing multitenancy architectures. 
There is also little research on approaches for securing the deployment of cloud-
hosted services in a way that guarantees varying degrees of isolation between 
tenants.

According to Bass et al., one of the significant security challenges introduced in 
the cloud is multitenancy [1]. Implementing multitenancy means that your cloud-
hosted services are utilising the virtual machine on a physical machine that host 
multiple virtual machines. Much of literature on multitenancy and cloud security 
has established that the obvious approach to addressing the problem is for cloud 
providers to allow users to reserve entire virtual machines for their use. Although 
this defeats some of the economic benefits of using the cloud, it is nevertheless a 
mechanism to prevent multitenancy attacks [1–3].

Previous research has looked at this problem from the perspective of the cloud 
providers, for instance, autoscaling algorithms and supporting security-based 
strategies provided by IaaS providers such as Amazon and optimization frameworks 
suggested for use by SaaS providers such as Salesforce.com.

This study, however, looks at the issue from the tenant’s viewpoint, who owns 
software components and is responsible for configuring them to build and deploy 
their own cloud-hosted application on a shared cloud platform where the cloud 
provider has no control over the software components. The focus of this chapter is 
to provide a framework for securing the deployment of cloud-hosted services in a 
way that guarantees multitenancy isolation.

The work by [31] is one of the most detailed studies on cloud security. The 
author explores different aspects of security and the possible solutions that have 
been considered by different authors. The author did not consider approaches for 
securing the deployment of cloud-hosted services in a way that guarantees varying 
degrees of isolation between tenants.

6.  Framework for securing the deployment of cloud-hosted services for 
guaranteeing multitenant isolation

The section discusses the framework for securing the deployment of cloud-
hosted services for guaranteeing multitenant isolation.
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6.1 Developing the CLAMP framework

The study presents a robust framework, CLAMP, for securing the deployment 
of cloud-hosted services for guaranteeing multitenancy isolation. The framework, 
CLAMP (Cloud-based architectural approach for securing services through 
Multitenancy deployment Patterns), is basically a framework for guiding soft-
ware architects in securing the deployment of cloud-hosted services in a way that 
guarantees the required degree of isolation between other tenants when one of the 
tenants (or components) experiences a high workload or security breach.

The CLAMP framework is illustrated as a layered architecture in Figure 3. It 
shows how the components of the framework work together to support the task of 
securing the deployment of components of a cloud-hosted service for guarantee-
ing multitenancy isolation. The development of CLAMP was inspired by the well 
understood architectural structure/pattern called layered pattern [1]. A layer is an 
abstract “virtual machine” that provides a cohesive set services through a managed 
interface. In a strictly layered system, a layer can only use the services of the layer 
immediately below it. This structure is used to imbue a system with portability, the 
ability to change the underlying computing platform.

The different components of the CLAMP framework are described as follows.

6.1.1 Layer one: selection of a suitable architectural pattern

This layer addresses the selection of a suitable architectural pattern. In order 
to secure the deployment of cloud-hosted services for guaranteeing multitenancy 
isolation, it may be very difficult if not impossible to use one cloud pattern to 
deploy the service to the cloud due to the different requirements of the service 
including accessibility of the service to a wider audience and a combined assurance 
for security and privacy. For instance, the architect would require a combination of 

Figure 3. 
A layered architecture for securing the deployment of cloud-services for guaranteeing multitenancy isolation.
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several deployment patterns together with supporting technologies for archiving 
components of the cloud-hosted service (i.e., in a hybrid fashion) to integrate 
components located in a different cloud environment to form one cloud solution. 
Again, if communication is required internally to exchange messages between 
application components, then a message-oriented middleware technology would 
also be needed. Therefore, the challenge is that of selecting a suitable pattern 
(together with the supporting technologies) or a combination of patterns in order 
to secure the deployment of cloud-hosted services for guaranteeing multitenancy 
isolation. It is assumed that there is a repository of cloud deployment patterns from 
where a software architect can select a suitable pattern (s) to address the business 
requirements of the company/user.

6.1.2 Layer two: evaluation of the required degree of isolation between tenants

The layer addresses the evaluation of the required degree of isolation between 
tenants. There are varying degrees of isolation between tenants that are accessing a 
cloud-hosted service. Some of the tenants would require a higher or different degree 
of isolation than others. Tenants would be able to share application components 
as much as possible at the very basic degree of multitenancy, which translates into 
increases use of underlying resources.

At the very basic degree of multitenancy, tenants would be able to share applica-
tion components as much as possible which translates to increased utilisation of 
underlying resources. While some components of the application may benefit from 
a low degree of isolation between tenants, other components may require a higher 
degree of isolation because the component may be either too sensitive or cannot be 
shared as a result of certain corporate legislation and regulation.

There is increasing evidence, for example, that many cloud providers are 
reluctant to set up data centres in mainland Europe due to stricter legal require-
ments that prohibit data processing outside Europe [32, 33]. This requirement will 
traverse down to the IaaS level, and customers must take this into consideration 
if intending to host applications outsourced to such cloud providers [11] that 
host customers data outside Europe. Therefore, evaluating the required degree of 
isolation between the tenants will allow for the appropriate mapping of security 
requirements during the deployment of cloud-hosted services onto cloud pro-
vider’s infrastructure.

6.1.3  Layer three: analysis of the deployment requirements of the cloud-hosted 
service

Layer three addresses the analysis of the deployment requirements of the cloud-
hosted service. This involves two main activities: (i) mapping tenant isolation to 
key process of the cloud-hosted services, cloud resources required to support the 
service and layers of the cloud stack on the which the service will be executed; (ii) 
analysing the trade-offs that should be considered when implementing the required 
degree of tenant isolation.

The mapping is rooted in the framework of a typical architectural deployment 
system that has two main components: the cloud application (that is, the compo-
nent or service to be deployed) and the cloud environment (that is, the environ-
ment in which the process/service is performed) [1]. This mapping also captures 
the link between a process associated with a cloud-hosted service (e.g., continuous 
integration process), being used in a hybrid deployment scenario by utilising a 
cloud-hosted environment (e.g., SaaS and PaaS deployment environment).
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In our previous research, we provided an explanatory framework for (i) map-
ping tenant isolation to different software processes, cloud resources and applica-
tion stack layers (ii) illustrating the different trade-offs for consideration in order to 
achieve optimal deployment of components in a way that guarantees the required 
degree of tenant isolation [34] (see Figure 4).

Issues relating to security, privacy, trust and regulatory compliance can mostly 
be tackled in a hybrid fashion. For example, data / bugs created from a bug tracking 
system could be stored at some location to comply with privacy and legal regula-
tions, while the architecture of the bug tracking system could be changed to limit 
the access of certain data to users residing in regions not deemed to be of interest to 
those who own the hosted data. Securing cloud-hosted services deployed with the 
goal of guaranteeing varying degrees of multitenancy isolation can best be tackled 
using a hybrid approach.

The second aspect of the analysis involves analysing the key trade-offs for 
consideration when implementing the required degree of tenant isolation for 
cloud-hosted software processes. There are six key aspects of the trade-offs that 
have to be considered when implementing security for multi-tenant cloud-hosted 
software services. These trade-off include tenant isolation versus (resource shar-
ing, the number of users/requests, customizability, the size of generated data, the 
scope of control of the cloud application stack and business constraints). Table 1 
shows the trade-offs and the key decision that have to be main when considering the 
trade-offs.

6.1.4 Layer four: optimisation of the deployment of the cloud-hosted services

This layer deals with the optimization of the components of a cloud-hosted 
service. In a cloud environment, varying degrees of tenant isolation are possible, 
depending on the type of component being shared, the process supported by the 
component and the location of the component on the cloud application stack (i.e., 
application level, platform level, or infrastructure level).

In a cloud environment, depending on the type of component being shared, 
the processes enabled by the component, and the location of the component on 
the cloud application stack (i.e. application level, platform level, or network level), 

Figure 4. 
Mapping of degrees of tenant isolation to cloud-hosted services and resources.
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varying degrees of tenant isolation are possible. Therefore, it is important for soft-
ware architects to be able to able to control the required degree of isolation between 
tenants sharing components of a cloud-hosted application.

For instance, the deployment of an application component specifically for 
one tenant will achieve a high degree of isolation. This would make sure that 
when workload changes, there is little or no performance impact between the 
components.

However, because components are not shared it implies duplicating the compo-
nents for each tenant, which leads to high resource consumption and running cost. 
Overall, this will limit the number of requests allowed to access the components. 
A low degree of isolation would allow sharing of the component’s functionality, 
data and resources. This would reduce resource consumption and running cost, but 
the performance of other components may be affected when one of experiences a 
change in workload.

This is a decision-making challenge that requires an appropriate decision to be 
made to address the trade-off between a lower degree of isolation versus the pos-
sible influence that can occur between components or a high degree of isolation 
versus the difficulty of high resource usage and component running costs.

In a nutshell, the procedure for implementing the framework can be summaries 
with following four steps: (i) Select suitable deployment patterns (one or combina-
tion of several patterns), (ii) Evaluate the effect of varying degrees of isolation 
on the cloud-hosted service, (iii) Analyse the deployment requirements of cloud-
hosted services and (iv) optimise the deployment of the cloud-hosted service to 
guarantee multitenancy isolation.

6.2 Developing a security checklist for deployment of cloud-hosted services

In addition to the framework, CLAMP, we develop a security checklist to guide 
software architects in securing the deployment of cloud hosted services. The layers 
of the frameworks are used to develop the categories of the checklist. Many of 
the items in the checklist may seem obvious but the purpose of a checklist is help 
ensure the completeness of the security design while implementing the CLAMP 
framework.

In using the security checklist, the software architect should think about how to 
review the security of the cloud-hosted services and figure out how well it satisfies 
security in each of the categories of the framework. In other words, what questions 

Category Checklist

Selection of a suitable 
architectural pattern

What are classes of cloud patterns available, what are the tools and processes 
to support the selection of suitable cloud patterns.

Evaluation of the required 
degree of isolation 
between tenants

What are the data and processes of the cloud-hosted service that require 
security? What is the required degree of isolation between tenants accessing 
the components of the cloud-hosted services?

Analysis of the 
deployment requirements 
of the cloud-hosted

How can you map the key resources of the cloud-service (e.g., store for the 
archive data) to the cloud provider’s platform? What are the trade-offs to 
consider when securing the deployment of cloud-hosted services? (e.g., 
customizability, scope of control, business requirements)

Optimisation of the 
deployment of the cloud-
hosted services

What are the components (or tenants) that are required to design (or 
integrate) with the cloud-hosted services? How feasible is it to tag components 
or whole system?

Table 1. 
Security checklist for evaluating the framework.
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would you ask a software architect to evaluate how the framework satisfies the 
requirements for securing the deployment of cloud-hosted services for guarantee-
ing multitenancy isolation. This is the basis for the security checklist.

7.  Evaluation of framework for securing the deployment of cloud-hosted 
services

This section presents a simple case study of a cloud deployment problem to 
illustrate how to use the proposed framework to secure the deployment of a cloud-
hosted services in a way that guarantees multitenancy isolation. The following 
scenario explains our motivation.

7.1 Motivating scenario

Let us assume that there are multiple components of a cloud service (e.g., 
data-handling component) hosted on the same or different cloud infrastructure. 
These components which are of various types and sizes are required to design (or 
integrate with) a cloud-hosted service (e.g., continuous integration system such 
as Hudson or Jenkins) and their supporting processes for deployment to multiple 
tenants. Tenants, in this case, may be multiple users, departments of a company 
or different companies. The laws and regulations of the company make it liable to 
share and archive data generated from the component (e.g., builds of source code) 
and keep it accessible for auditing purposes. However, access to some components 
or some aspects of the archived data will be provided solely to particular groups of 
tenants for security reasons. The question is: in a resource-constrained environ-
ment, how can we secure the deployment of components of this cloud-hosted 
service in a way that guarantees the required degree of isolation between other 
tenants when one of the tenants (or components) experiences a high workload or 
security breach (Table 2).

7.2 Applying the CLAMP framework

This section explains how to apply the proposed framework, CLAMP, to secure 
the deployment of this cloud-hosted service in a way that guarantees the required 
degree of isolation between other tenants. Each component of the framework has 

Category Analysis

Selection of a suitable 
architectural pattern

The problem requires a hybrid-related deployment pattern, namely, 
integrating data stored in multiple clouds

Evaluation of the required 
degree of Isolation 
between tenants

The requirement to allow a particular group of users to access some 
components for security reasons means that the company requires the 
highest degree of isolation between tenants

Analysis of the 
deployment requirements 
of the cloud-hosted

Map the tenant isolation to key processes associated with the cloud-hosted 
service, cloud resources and layers of the cloud stack. Analyse the trade-offs 
required for optimal deployment

Optimisation of the 
deployment of the cloud-
hosted services

Tag each component. Analyse the trade-off involved, namely, achieving a 
high degree of isolation versus resource sharing. To address this trade-off, an 
optimization model is recommended to be used to select optimal components 
for deployment to the cloud

Table 2. 
Summary of how problem was analysed per layer of the framework.
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varying degrees of tenant isolation are possible. Therefore, it is important for soft-
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would you ask a software architect to evaluate how the framework satisfies the 
requirements for securing the deployment of cloud-hosted services for guarantee-
ing multitenancy isolation. This is the basis for the security checklist.
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This section presents a simple case study of a cloud deployment problem to 
illustrate how to use the proposed framework to secure the deployment of a cloud-
hosted services in a way that guarantees multitenancy isolation. The following 
scenario explains our motivation.

7.1 Motivating scenario

Let us assume that there are multiple components of a cloud service (e.g., 
data-handling component) hosted on the same or different cloud infrastructure. 
These components which are of various types and sizes are required to design (or 
integrate with) a cloud-hosted service (e.g., continuous integration system such 
as Hudson or Jenkins) and their supporting processes for deployment to multiple 
tenants. Tenants, in this case, may be multiple users, departments of a company 
or different companies. The laws and regulations of the company make it liable to 
share and archive data generated from the component (e.g., builds of source code) 
and keep it accessible for auditing purposes. However, access to some components 
or some aspects of the archived data will be provided solely to particular groups of 
tenants for security reasons. The question is: in a resource-constrained environ-
ment, how can we secure the deployment of components of this cloud-hosted 
service in a way that guarantees the required degree of isolation between other 
tenants when one of the tenants (or components) experiences a high workload or 
security breach (Table 2).

7.2 Applying the CLAMP framework

This section explains how to apply the proposed framework, CLAMP, to secure 
the deployment of this cloud-hosted service in a way that guarantees the required 
degree of isolation between other tenants. Each component of the framework has 

Category Analysis

Selection of a suitable 
architectural pattern

The problem requires a hybrid-related deployment pattern, namely, 
integrating data stored in multiple clouds

Evaluation of the required 
degree of Isolation 
between tenants

The requirement to allow a particular group of users to access some 
components for security reasons means that the company requires the 
highest degree of isolation between tenants

Analysis of the 
deployment requirements 
of the cloud-hosted

Map the tenant isolation to key processes associated with the cloud-hosted 
service, cloud resources and layers of the cloud stack. Analyse the trade-offs 
required for optimal deployment

Optimisation of the 
deployment of the cloud-
hosted services

Tag each component. Analyse the trade-off involved, namely, achieving a 
high degree of isolation versus resource sharing. To address this trade-off, an 
optimization model is recommended to be used to select optimal components 
for deployment to the cloud

Table 2. 
Summary of how problem was analysed per layer of the framework.
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a part to play in securing the deployment of components of a cloud-hosted service. 
The structure of evaluating the framework, CLAMP, in its textual form, is specified 
as a string consisting of three sections-(i) Context; (ii) Problem; and (iii) Solution. 
In a more general sense, the string can be represented as: [CONTEXT; PROBLEM; 
SOLUTION]. Each layer of the framework maps to the step required to provide a 
solution to the cloud deployment problem. Table 2 summaries how the problem 
was evaluated based each layer of the framework.

7.2.1 Step one: selecting a suitable cloud deployment pattern

In order to address this challenge, this framework would recommend that the 
architect should reference some sort of a classification or taxonomy to guide in the 
selection of a suitable pattern together with the supporting technologies. In our 
previous work, we have developed a taxonomy and a process for guiding architect 
in selecting a suitable framework for cloud deployment [35]. In addition, a general 
process, CLIP (CLoud-based Identification process for deployment Patterns) has 
been developed for guiding architects in selecting applicable cloud deployment pat-
terns (together with the supporting technologies) using the taxonomy for deploy-
ing services/application to the cloud we also discussed.

It is important to note that the company does not have direct access to the cloud 
IaaS. Therefore, the architect must select a deployment pattern that can be imple-
mented at the application level to secure the deployment of the cloud-hosted services 
for guaranteeing multitenancy isolation. By making reference to the taxonomy of 
cloud-deployment patterns and the general process for selecting applicable deploy-
ment patterns based on the taxonomy, we would recommend that the architect should 
select a hybrid-related deployment pattern for addressing the requirements of the 
customer. It is assumed that the data archived by Hudson contains the source code and 
(possibly configuration files) that drives a critical function of an application used by 
the company.

The data stored by Hudson is presumed to contain the source code and (possibly 
configuration files) which drives a critical function of an application used by the 
company. Any unauthorised access to it may be devastating for the company. In 
this circumstance, the most appropriate multitenancy pattern to use is the hybrid 
backup deployment pattern. This pattern can be used to extract data to the cloud 
environment and archive it different cloud environments [11].

7.2.2 Step two: evaluating the varying degrees of isolation

This step involves evaluating the required degree of isolation between tenants 
and then select an appropriate multitenancy pattern or combination of patterns to 
support such a required degree of isolation. There are varying degrees of isolation 
between tenants that are accessing the cloud-hosted service and so some of the 
tenants would require a higher or different degree of isolation than others.

One of the key requirements of the company to provide access to some com-
ponents or some aspects of the archived data solely to particular groups of tenants 
for security reasons. Based on this key requirement, we conclude that the company 
requires the highest degree of isolation between tenants.

The varying degrees of multitenancy isolation can be captured in three main 
cloud deployment patterns: shared component, tenant-isolated component and 
dedicated component. The shared component represents the lowest degree of isola-
tion between tenants while the dedicated component represents the highest. In a 
dedicated component pattern, tenants do not share resources, though each tenant is 
associated with one instance or a certain number of instances of the resource.
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7.2.3  Step three: analysis of the deployment requirements of the cloud-hosted 
service

The step involves analysing the deploying requirements of the cloud-hosted ser-
vices. This analysis entails mapping tenant isolation to key processes associated with 
the cloud-hosted service, cloud resources required to support the service and layers 
of the cloud stack on the which the service will be executed. This analysis translates 
to using a hybrid approach to map the SaaS and PaaS level of the cloud provider 
to the cloud-hosted service which has a backup cloud storage. This type of cloud 
pattern is referred to as a hybrid backup pattern [3]. The archive data in a problem 
scenario can be stored in any location to comply with privacy and legal regulations 
of the company while the architecture of the cloud-hosted service could be modi-
fied to restrict exposure of certain data to users located in regions not considered to 
be of interest to the owners of the hosted data.

The second aspect of the analysis involves analysing the different trade-offs to be 
considered for optimal deployment of components with a guarantee of the required 
degree of tenant isolation. There are three main trade-offs that the company has to 
consider. The first trade-off relates to tenant isolation versus customizability. The 
higher the degree of isolation that is required, the easier it is to customise a cloud- 
hosted service to implement tenant isolation. However, because we assumed that the 
user has access to the application layer of the cloud stack, it would be more difficult 
to implement a higher degree of isolation at the application level in terms effort, time 
and skills set required to modify the source code. This raises issues of compatibility 
and interdependencies between the cloud-hosted services and required plugins and 
libraries. Each time a multitenant application or its deployment environment changes, 
then a tedious, complex and security maintenance process is also required.

The second trade-off relates to the “scope of control” of the cloud application 
stack. The architect has more flexibility to implement or support the implementation 
of the required degree of tenant isolation when there is greater “scope of control” of 
the cloud stack application. As the company requires a higher degree of isolation (e.g., 
based on the dedicated component), then the scope of control should extend beyond 
the higher level to the lower levels of the cloud stack (i.e., PaaS and IaaS) even as the 
cost of implementation of such a cloud security architecture will certainly increase.

The third trade-off relates to the trade-off between tenant isolation and business 
(or legal) requirements of the company. A key legal requirement of the company 
is that access to some components or some aspects of the archived data will be 
provided solely to particular groups of tenants for security reasons. The dedicated 
component which offers a high degree of isolation can be used to handle the legal 
requirements Such legal restriction, for example, legal restrictions and the location 
and configuration of the cloud infrastructure are usually difficult to compensate for 
at the application level. For example, a legal requirement can state that data that a 
specific cloud provider has hosted in Europe cannot be stored elsewhere (e.g., in the 
USA). Therefore an architect would have to map this form of requirement to a cloud 
infrastructure that specifically meets this requirement.

7.2.4 Step four: optimisation of the deployment of the cloud-hosted services

The key task in step four is to optimise the deployment of components of the 
cloud-hosted service. Some requirements cannot be fully satisfied and so there 
has to be some optimisation to ensure that the cloud deployment is carried out in 
way that does not compromise the security of the components of the cloud-hosted 
service. This entails tagging the components (or tenants) associated with the 
cloud-hosted service so that the software architects can be have more leverage to 
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cloud-hosted service so that the software architects can be have more leverage to 
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implement the required degree of isolation between tenants. In [36] an implemen-
tation of the model-based algorithm was presented for providing optimal solutions 
for deploying components designed to use (or be integrated with) a cloud-hosted 
application in a way that guarantees multitenancy isolation (Figure 5).

7.3 Applying the security checklist

In addition to applying the framework on the motivating problem, we also 
apply the security checklist to support design and analysis of process for securing 
the deployment of cloud-hosted services for guaranteeing multitenancy isolation. 
Table 3 shows the result of the security checklist.

Category Checklist

Selection of a suitable 
architectural pattern

The hybrid patterns are a class of cloud pattern that can be explored. The hybrid 
backup pattern is suitable for the problem. Tools and technologies such as cloud 
storage, and REST, and message exchange technologies can be implemented

Evaluation of the 
required degree of 
isolation between 
tenants

The highest degree of isolation would be required for isolate tenants.
The data to secure include archive data- source code, configuration files. The key 
software process in this problem is the continuous integration process

Analysis of the 
Deployment 
requirements of the 
Cloud-hosted

The process supporting the cloud-hosted service (i.e., continuous integration) 
should be mapped to a cloud platform that allows data to be stored in multiple 
location without much restrictions. The key trade-offs in this problem are tenant 
isolation versus (customizability, scope of control, business requirements)

Optimisation of the 
deployment of the 
cloud-hosted services

The main components to optimise are—authorization/authentication data or 
database components, queue messages. The approach of tagging components can 
be done either manually or dynamically using a model/algorithm depending on 
the number of components and complexity of the processes involved

Table 3. 
Applying the security checklist.

Figure 5. 
Mapping a continuous integration system to cloud stack based on hybrid backup pattern.
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8. Discussions and recommendations

This section presents a general discussion of the key security issues that should 
be considered together with some recommendations that can be followed in order 
to secure the deployment of cloud-hosted services in a way that guarantees mult-
itenancy isolation.

8.1 Assurance for compliance with legislation and regulatory requirements

One of the challenges of implementing cloud security is to provide assurance 
to cloud users who need to demonstrate compliance with various legislation and 
regulatory requirements. Our proposed framework addresses this challenge by 
providing guidance to the software architecture based on the a taxonomy of cloud 
deployment patterns to not only to select a suitable cloud deployment pattern but 
to also evaluate the requirements of the customer to select a cloud multitenancy 
pattern that guarantees the required degree of isolation between tenants.

For example, there is growing evidence that many cloud providers are unwill-
ing to set data centres in mainland Europe because of tighter legal requirements 
that disallow the processing of data outside Europe (Hon & Millard 2017, Google 
2017). This requirement will traverse down to the IaaS level, and customers must 
take this into consideration if intending to host applications outsourced to such 
cloud providers [11]. The challenge, therefore, for a cloud deployment architect is 
that there are no case studies to understand and evaluate the effect of the required 
degree of isolation on the performance, systems resources and access privileges at 
different levels of a cloud-hosted service when opting for one (or combinations) of 
a particular degree of isolation between tenants.

8.2 Customizability of the cloud-hosted services and supporting process

Customising a cloud-hosted GSD tool (or any cloud-hosted service) can be very 
challenging if the service has several components that are being shared. A service 
deployed on the cloud can have many inter-dependencies on different levels of the 
application itself and with other applications, plugins, libraries, etc., deployed with 
other cloud providers. This could impact the security of the cloud-hosted system 
in a way that we did not anticipate and thus the degree of tenant isolation that was 
needed. There is also a serious risk that incompatible plugins and libraries will be 
used to alter, configure and run these GSD tools. This could corrupt the GSD tool 
and stop other supporting programs/processes from running. A simple way to 
tackle this infrastructure problem is to move tenant isolation deployment down the 
lower levels of the cloud stack, where the architect can deploy the GSD framework 
on a PaaS platform, for example. Middleware issues and methods for SaaS device 
customizability were discussed in [37, 38].

8.3 Errors and sensitivity to workload interference

Multitenancy may pose significant error and security challenges in the cloud, 
particularly when different degrees of isolation are introduced between multiple 
tenants who share resources. When resources are shared between multiple tenants 
in a multitenant cloud-service, it is very possible to affect the performance and 
resource usage of other tenants due to errors associated with one tenant (e.g. due to 
overload of the tenant or inadequate resource allocated to the tenant).

The type of error associated with a cloud-hosted service is a pointer to the 
key resources to consider in achieving the required degree of tenant isolation. 
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For example, moving the VM image instance associated with a cloud hosted service 
whose file permission had been set on a local machine to the cloud infrastructure 
could cause affect the requires degree of tenant isolation and hence the security of 
other tenants during cloud deployment. Therefore, it is necessary to get repository 
ownership and permission right before deploying such a cloud-hosted service.

8.4 Tagging components with the required degree of isolation

One of the challenges of securing the deployment of a cloud-hosted service is 
how to handle such cloud-hosted services that several interdependencies with other 
services elements to which it interacts. Therefore, it is important that components 
designed to be used or incorporated with a cloud-hosted service should be tagged as 
much as possible when the necessary degree of tenant isolation is needed.

Tagging can be a complex and complicated process and may not even be 
feasible under certain circumstances (e.g. where the component is incorporated 
into other systems and is not under customer control). Therefore, this can also be 
predicted in a dynamic way instead of labelling each part with an insulation value 
as necessary.

In our previous work [39], we built an algorithm that dynamically learns the fea-
tures of existing components in a repository and then uses this knowledge to associ-
ate each component with the appropriate degree of isolation. This information is 
critical to making key security decisions and optimising the resources consumed by 
the components, particularly in a dynamic or real-time environment.

9. Concluding remarks

The chapter presented CLAMP, a framework for securing the deployment of 
cloud-hosted services in a way that guarantees the isolation between tenants to 
contribute to the literature on multitenancy and cloud security. The framework is 
based on a layered architectural structure where the layers are allowed to use other 
layers in a strictly managed fashion; a layer is only allowed to use the layer immedi-
ately below.

The framework was evaluated by applying it to a motivating cloud deployment 
problem that requires securing several components of a cloud-hosted service while 
guaranteeing the required degree of isolation between tenants. The findings show 
among other things that the framework can be used to select suitable deployment 
patterns, evaluate the effect of varying degrees of isolation on the cloud-hosted 
service based on the requirements of the business, analyse the deployment require-
ments of cloud-hosted services and optimise the deployment of the cloud-hosted 
service to guarantee multitenancy isolation.

Future work would entail design an experimental procedure for automatically 
evaluating the framework (i.e., the layered-architectural structure) for secur-
ing the deployment of a real-life cloud-hosted service for guaranteeing isolation 
between tenants. Thereafter, this experimental design will incorporate into a 
simulator and testing tool for evaluating the layered-architecture for securing the 
cloud-hosted service for guaranteeing isolation between tenants. This approach 
has been discussed in [1] as a way to turn architectural parameters into constants, 
ranges and other that can be easily measured. This will allow software architects to 
determine the effect of each form of improvement or business requirements of the 
component or cloud-hosted service before deciding whether the service is secured 
enough to be deployed without compromising the required degree of isolation 
between tenants.
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cloud-hosted services in a way that guarantees the isolation between tenants to 
contribute to the literature on multitenancy and cloud security. The framework is 
based on a layered architectural structure where the layers are allowed to use other 
layers in a strictly managed fashion; a layer is only allowed to use the layer immedi-
ately below.

The framework was evaluated by applying it to a motivating cloud deployment 
problem that requires securing several components of a cloud-hosted service while 
guaranteeing the required degree of isolation between tenants. The findings show 
among other things that the framework can be used to select suitable deployment 
patterns, evaluate the effect of varying degrees of isolation on the cloud-hosted 
service based on the requirements of the business, analyse the deployment require-
ments of cloud-hosted services and optimise the deployment of the cloud-hosted 
service to guarantee multitenancy isolation.

Future work would entail design an experimental procedure for automatically 
evaluating the framework (i.e., the layered-architectural structure) for secur-
ing the deployment of a real-life cloud-hosted service for guaranteeing isolation 
between tenants. Thereafter, this experimental design will incorporate into a 
simulator and testing tool for evaluating the layered-architecture for securing the 
cloud-hosted service for guaranteeing isolation between tenants. This approach 
has been discussed in [1] as a way to turn architectural parameters into constants, 
ranges and other that can be easily measured. This will allow software architects to 
determine the effect of each form of improvement or business requirements of the 
component or cloud-hosted service before deciding whether the service is secured 
enough to be deployed without compromising the required degree of isolation 
between tenants.
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Chapter 6

Semantic Web and Interactive
Knowledge Graphs as an
Educational Technology
Victor Telnov and Yuri Korovin

Abstract

Technologies of knowledge representation, inductive reasoning, and semantic
annotation methods are considered in relation to knowledge graphs that are focused
on the domain of nuclear physics and nuclear power engineering. Interactive visual
navigation and inductive reasoning in knowledge graphs are performed using spe-
cial search widgets and an intelligent RDF browser. As a toolkit for ontologies
refinement and enrichment, a software agent for the context-sensitive searching for
new knowledge in the WWW is presented. In order to evaluate the measure of
compliance of the found content with respect to a specific domain, the binary
Pareto relation and Levenshtein metrics are used. The proposed semantic annota-
tion methods allow the knowledge engineer to calculate the measure of the prox-
imity of an arbitrary network resource in relation to classes and objects of specific
knowledge graphs. Operations with remote semantic repositories are implemented
on cloud platforms using SPARQL queries and RESTful services. The proposed
software solutions are based on cloud computing using DBaaS and PaaS service
models to ensure scalability of data warehouses and network services. Examples of
using the proposed technologies and software are given.

Keywords: knowledge database, ontology, inductive reasoning, knowledge graph,
semantic annotation, cloud computing, education

1. Introduction

Nowadays, the ontology description languages RDF, OWL [1], description logics
[2], and knowledge graphs provide a modern theoretical basis for the creation of
systems and methods of acquisition, presentation, processing, and integration of
knowledge in computer systems of artificial intelligence.

There are substantial considerations in favor of the predominant use of induc-
tive reasoning in modern knowledge graphs instead of traditional deduction.
Inductive reasoning rules based on consideration of possible alternatives (prece-
dents) allow generating and verifying cognitive hypotheses (fuzzy knowledge) that
cannot be obtained directly by deductive reasoning in the graph. Inductive
inference is one of the basic technologies of semantic annotation of the WWW
content, when it is necessary to refine, expand, and update existing graphs with
new knowledge. With the help of the inductive inference, the problems of
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1. Introduction

Nowadays, the ontology description languages RDF, OWL [1], description logics
[2], and knowledge graphs provide a modern theoretical basis for the creation of
systems and methods of acquisition, presentation, processing, and integration of
knowledge in computer systems of artificial intelligence.

There are substantial considerations in favor of the predominant use of induc-
tive reasoning in modern knowledge graphs instead of traditional deduction.
Inductive reasoning rules based on consideration of possible alternatives (prece-
dents) allow generating and verifying cognitive hypotheses (fuzzy knowledge) that
cannot be obtained directly by deductive reasoning in the graph. Inductive
inference is one of the basic technologies of semantic annotation of the WWW
content, when it is necessary to refine, expand, and update existing graphs with
new knowledge. With the help of the inductive inference, the problems of
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classification and clustering of new entities in the semantic database of nuclear
knowledge are solved [3].

The aim of the work presented in the chapter is to create a working prototype
first and then a semantic web portal of knowledge in the domain of nuclear physics
and nuclear power engineering based on ontologies and using databases deployed
on cloud platforms [3]. The task of the study was to create the following graphs of
nuclear knowledge:

• World nuclear data centers

• Nuclear research centers

• Events and publications from CERN

• IAEA databases and network services

• Nuclear physics at MSU and MEPhI

• Nuclear physics journals

• Integrated nuclear knowledge graph

To ensure the effective use of the nuclear knowledge database in educational
activities, additional software agents have been created for reconnaissance context-
sensitive search for adequate network content and its semantic annotation based on
existing knowledge graphs (for example, with the aim of authoring training mate-
rials), as well as public endpoints for easy navigation on international knowledge
databases DBpedia and Wikidata.

The potential beneficiaries of information solutions and technologies that are
proposed in the chapter are students, professors, experts, engineers, managers, and
specialists in the domain of nuclear physics and nuclear power engineering (target
audience).

2. Knowledge representation: ontology design

Ontologies are often regarded as special knowledge repositories that can be
read and understood both by people and computers, alienated from the developer
and reused. Ontology in the context of information technology is a formal
specification with a hierarchical structure, which is designed to represent knowl-
edge. Typically, ontology includes descriptions of classes of entities (concepts)
and their properties (roles) in relation to a certain subject domain of knowledge,
as well as relationships between entities and restrictions on how these
relationships can be used. Ontologies, which additionally include objects
(instances of entity classes) and particular statements about these objects, are also
called knowledge graphs. The formal ontology model O is understood as an ordered
triple of the form

O ¼ <X,R,F> ; where

X is a finite set of entity classes (concepts) for the domain represented by the
ontology O; R is a finite set of properties (roles) that establish relationships between
entities for some domain; and F is a finite set of interpretation functions defined on
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entities and/or properties for ontology O. It can be said that interpretation functions
map formal ontologies to certain domains.

As an illustration of the ontology creation process, Figure 1 below shows a
design pattern for an ontology “Nuclear Training Center” type, which is used in the
project [4]. This model was created on the basis of an analysis of the educational
programs of the following Russian and international training centers: National
Research Nuclear University MEPhI, Physics Department of Moscow State Univer-
sity, IAEA. The ontology design pattern is represented in the UML notation
according to the international standard [5]. The actual ontology in serialized form
for the knowledge graph titled “Nuclear Physics at MSU and MEPhI” is available in
Ref. [6]. Another approach to the development and refinement of the structure of
ontologies is based on Terminological Decision Trees (TDT) [7].

One of the attractive features of the semantic web is that it becomes possible to
extract (infer) new knowledge from the facts which already exist in the knowledge
graph. For this purpose, intelligent software agents are used, which are called
reasoners. The way inference is carried out algorithmically is not specified in the
ontology itself or in the corresponding OWL document, since OWL is a declarative
language for ontologies describing. The correct answer to any question is deter-
mined by the semantics of the description logic that sets the language standard.

Figure 1.
Design pattern for an ontology “nuclear training center” type in UML notation.
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classification and clustering of new entities in the semantic database of nuclear
knowledge are solved [3].
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audience).

2. Knowledge representation: ontology design

Ontologies are often regarded as special knowledge repositories that can be
read and understood both by people and computers, alienated from the developer
and reused. Ontology in the context of information technology is a formal
specification with a hierarchical structure, which is designed to represent knowl-
edge. Typically, ontology includes descriptions of classes of entities (concepts)
and their properties (roles) in relation to a certain subject domain of knowledge,
as well as relationships between entities and restrictions on how these
relationships can be used. Ontologies, which additionally include objects
(instances of entity classes) and particular statements about these objects, are also
called knowledge graphs. The formal ontology model O is understood as an ordered
triple of the form

O ¼ <X,R,F> ; where

X is a finite set of entity classes (concepts) for the domain represented by the
ontology O; R is a finite set of properties (roles) that establish relationships between
entities for some domain; and F is a finite set of interpretation functions defined on
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entities and/or properties for ontology O. It can be said that interpretation functions
map formal ontologies to certain domains.

As an illustration of the ontology creation process, Figure 1 below shows a
design pattern for an ontology “Nuclear Training Center” type, which is used in the
project [4]. This model was created on the basis of an analysis of the educational
programs of the following Russian and international training centers: National
Research Nuclear University MEPhI, Physics Department of Moscow State Univer-
sity, IAEA. The ontology design pattern is represented in the UML notation
according to the international standard [5]. The actual ontology in serialized form
for the knowledge graph titled “Nuclear Physics at MSU and MEPhI” is available in
Ref. [6]. Another approach to the development and refinement of the structure of
ontologies is based on Terminological Decision Trees (TDT) [7].

One of the attractive features of the semantic web is that it becomes possible to
extract (infer) new knowledge from the facts which already exist in the knowledge
graph. For this purpose, intelligent software agents are used, which are called
reasoners. The way inference is carried out algorithmically is not specified in the
ontology itself or in the corresponding OWL document, since OWL is a declarative
language for ontologies describing. The correct answer to any question is deter-
mined by the semantics of the description logic that sets the language standard.

Figure 1.
Design pattern for an ontology “nuclear training center” type in UML notation.

101

Semantic Web and Interactive Knowledge Graphs as an Educational Technology
DOI: http://dx.doi.org/10.5772/intechopen.92433



In particular, the project under discussion is based on the description logic with the
signature SROIQ (D), see [3].

The RDF browser is another significant attribute of the project [4], which
distinguishes it from other well-known solutions in the field of semantic web. An
example of inductive reasoning using the RDF browser is given below. Clusters of
entities that are related to each other by a particular property or group of properties
are examples of deduced facts (samples of new knowledge) that were not originally
explicitly presented in the graph. The deduced facts in the RDF browser have the
form of petals grouped around the nodes of the graph, are opened with a mouse
click, and are very convenient for subsequent visual navigation in the graph.

Once on the desired location of the desired knowledge graph using the search
widget, then the user through the RDF browser can perform visual navigation on
the graph, visiting its nodes in the desired order and extracting metadata, hypertext
links, full-text, and media content associated with the node, wherein the neighbor-
hood (environment, closure) of each node of the graph becomes visible and avail-
able for navigation. This neighborhood includes the nodes of the graph, through
which the user initially entered the semantic web, as well as adjacent nodes of other
graphs that are supported by the knowledge database [3].

The visual way of specifying the inference rules on the graph makes it stand out
from the more traditional reasoner’s interfaces, where inference rules are specified
using SWRL language, logical predicates or a SPARQL-like syntax. It seems, that the
intuitive, interactive visual way of specifying inference rules is more friendly for
unsophisticated users of knowledge graphs.

3. Inductive reasoning in knowledge graphs

Knowledge graphs may contain various kinds of uncertainties. For this reason,
the presentation of real domains of knowledge in the context of the semantic web
may encounter difficulties if only classical logical formalisms are used. Alternative
approaches sometimes assume the probabilistic nature of knowledge, which is
hardly always appropriate and justified [8]. In addition, purely deductive exact
logical reasoning may not be possible for knowledge databases on the WWW; such
reasonings do not take into account statistical patterns in the data. In this regard, of
particular interest is the ability of knowledge databases as artificial intelligence
systems to evaluate cognitive hypotheses, using for this purpose, in addition to a
deduction, other methods of reasoning, such as inductive reasoning, argumenta-
tion, and reasoning based on precedents.

As an example of inductive reasoning in the knowledge graph, consider the
following situation [3]. Some students have to pass an exam in nuclear physics at
the Physics Department of Moscow State University. Let the student know only the
title of the training course: “Physics of the atomic nucleus and particles” and the
name of the professor: “I.М. Kapitonov.” Let us formulate the task.

Task 1. Using the semantic educational web portal [4], it is required to find and
study all the video lectures for this training course.

Let us also assume that the student found a video lecture in the WWW titled
“Lecture 1. Physics of the atomic nucleus and particles.” He suggests that this video
lecture may be relevant to the training course being studied. Let us formulate a
hypothesis.

Hypothesis 1. “Lecture 1. Physics of the atomic nucleus and particles” is taught
by professor “I.М. Kapitonov” at the Faculty of Physics of the Moscow State Uni-
versity, and it is part of the training course titled “Physics of the atomic nucleus and
particles.”
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To solve Task 1 and to verify the validity of Hypothesis 1, the following obvious
reasoning should be performed step by step on the knowledge graph.

Step 1. On the educational web portal [4], from the drop-down list, select the
knowledge graph “Nuclear Physics at MSU, MEPhI” (the fourth from the top in the
list of knowledge graphs). Further, to solve Task 1 and to verify the validity of
Hypothesis 1, one can start reasoning either with the corresponding classes “Train-
ing course,” “Training video,” “Professor,” etc., or with specific objects “Physics of
the atomic nucleus and particles,” “Lecture 1. Physics of the atomic nucleus and
particles,” “I.М. Kapitonov,” etc. Let it be decided to start the reasoning with the
class “Training course.” One should type the first characters of the class name in the
corresponding input field of the search widget, for example “Tr,” and then in the
drop-down list, select the line “Training course.” To begin working with the
knowledge graph, click the “Start” button, as shown in Figure 2 below.

Step 2. Depending on the current setting of “Display of knowledge graphs” in a
pop-up window, in a new tab of a web browser or in the same window, the
workspace of the RDF browser and the corresponding graph node named “Training
course” will be opened, see Figure 3. Each graph node has the form of a colored
circle equipped with a button for displaying a local pop-up menu and a button for
displaying the metadata. In addition, around each node there are petals of various
sizes, shapes, and colors, with which it is possible to start step-by-step inductive

Figure 2.
Widgets for quick diving into the knowledge graphs: in the knowledge graph “Nuclear Physics at MSU, MEPhI”
select the class “training course,” then click the “start” button.

Figure 3.
RDF browser: the first node when diving into the knowledge graph “nuclear physics at MSU, MEPhI,” class
“training course.”
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reasoning should be performed step by step on the knowledge graph.

Step 1. On the educational web portal [4], from the drop-down list, select the
knowledge graph “Nuclear Physics at MSU, MEPhI” (the fourth from the top in the
list of knowledge graphs). Further, to solve Task 1 and to verify the validity of
Hypothesis 1, one can start reasoning either with the corresponding classes “Train-
ing course,” “Training video,” “Professor,” etc., or with specific objects “Physics of
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particles,” “I.М. Kapitonov,” etc. Let it be decided to start the reasoning with the
class “Training course.” One should type the first characters of the class name in the
corresponding input field of the search widget, for example “Tr,” and then in the
drop-down list, select the line “Training course.” To begin working with the
knowledge graph, click the “Start” button, as shown in Figure 2 below.

Step 2. Depending on the current setting of “Display of knowledge graphs” in a
pop-up window, in a new tab of a web browser or in the same window, the
workspace of the RDF browser and the corresponding graph node named “Training
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circle equipped with a button for displaying a local pop-up menu and a button for
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Figure 2.
Widgets for quick diving into the knowledge graphs: in the knowledge graph “Nuclear Physics at MSU, MEPhI”
select the class “training course,” then click the “start” button.

Figure 3.
RDF browser: the first node when diving into the knowledge graph “nuclear physics at MSU, MEPhI,” class
“training course.”
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reasoning and navigation in the graph. In the upper left part of the workspace of the
RDF browser, there are options and help resources (legend, training videos, etc.). In
the upper right part of the workspace of the RDF browser, the metadata associated
with a particular node can be displayed if desired. Petals located around a node
correspond to the single RDF triples in which this node is involved, or to the groups
of such RDF triples (large petals). When user hovers over the petals, tooltips appear
in which it is possible to see the names of the components of triplets. For large petals
(triplet groups), the number of related resources is also displayed. Any group of
triplets can be expanded or collapsed with a simple mouse click on the
corresponding petal.

Step 3. We are interested in objects which have the type (i.e. belongs to the
class) titled “Training course.” There are three such objects and they are linked to
our node by the “type” property, see Figure 3. Click to expand this resource group.
Then go to the pop-up local menu of the “Training course” node and click the “View
related resources” button (the second one on the right in the row of buttons). The
RDF browser will display all the nodes associated with our node by any kind of
properties, see Figure 4. Next, close the extra nodes and leave only those nodes that
are associated with our node by the incoming “type” property, see Figure 5. In the
course of practical work with the graph, it is advisable not to open the extra nodes
by clicking only on the obviously necessary petals. The right side of Figure 5 shows
the metadata for the object named “Physics of the atomic nucleus and particles,”
which belongs to the class titled “Training Course.” This object is an obvious
candidate for further reasoning. However, Figure 5 shows two other alternatives
that can be left for further consideration in the inductive reasoning.

Step 4. The student is interested in the training course named “Physics of the
atomic nucleus and particles,” which is taught exactly at the Faculty of Physics of
the Moscow State University. At this step, it is possible to narrow down the number
of alternatives considered, taking an interest in the “teaches” property. Figure 6
shows how this is done. Two alternative training courses taught at the National
Research Nuclear University MEPhI, at this step, it is advisable to exclude from
further considerations.

Figure 4.
RDF browser: displaying related resources for the class titled “training course.”
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Figure 5.
RDF browser: Displaying the nodes of the graph, essential for continuing the reasoning, and the metadata for the
object titled “physics of the atomic nucleus and particles.”

Figure 6.
RDF browser: Using the “teaches” property to reduce the number of alternatives under consideration.
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Figure 5.
RDF browser: Displaying the nodes of the graph, essential for continuing the reasoning, and the metadata for the
object titled “physics of the atomic nucleus and particles.”

Figure 6.
RDF browser: Using the “teaches” property to reduce the number of alternatives under consideration.
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Step 5. Continuing inductive reasoning for the object “Faculty of Physics, MSU” by
the property “includes” and/or reasoning for the object “Physics of the atomic nucleus
and particles” by the property “contains video,” the student will be convinced of the
validity of the Hypothesis 1 and will get the solution for Task 1, see Figure 7 below.

It is possible to view detected video lectures without leaving the workspace of
the RDF browser, simply by clicking on the corresponding icon in the metadata area
for the object named “Lecture 1. Physics of the atomic nucleus and particles.”

The result obtained in Step 5 could be achieved in the course of deductive
reasoning, without considering possible alternatives. However, the use of inductive
reasoning allows the user to naturally extract additional knowledge from the graph,
which will not be easy to obtain with a simple deductive inference [3].

Using the above method, it is easy to discover that professor “B.S. Ishkhanov”
also gives lectures on the training course “Physics of the atomic nucleus and parti-
cles” at the Faculty of Physics of the Moscow State University, see Figure 7. All
video lectures and other learning objects of both professors for this training course
are available. Through the graph of knowledge, the full content of any training
course and all the existing relationships are clearly revealed.

As can be seen from the above example, the inductive reasoning process in
knowledge graphs resembles a computer adventure game, does not require special
skills, and is accessible to an inexperienced user. Knowledge graphs similar to those
considered are used in the real educational activity at the National Research Nuclear
University MEPhI. Practice shows that university students master the methods of
interactive work with knowledge graphs within a few minutes.

4. Knowledge acquisition: context-sensitive search

As a toolkit that prepares data for ontology refinement and enrichment, a soft-
ware agent (which is essentially a specialized meta-search engine) for the recon-
naissance context-sensitive search for new knowledge in the WWW is provided. To
begin with it, several characteristic features of popular search engines that are well
known to most users should be noted.

Figure 7.
RDF browser: Solving task 1 and confirming the validity of hypothesis 1.
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• The documents found are ranked by the public search engine in accordance
with its internal algorithm, which does not always meet the interests of a
particular user.

• Users are not always comfortable to manage the context of the search query,
refine, and direct the search.

• Links to the commercial sites usually have a higher rating than other search
results. Such effect is achieved through the use of the so-called search engine
optimization (SEO) to artificially raise the positions of commercial network
resources on pages of popular search engines, in order to increase the flow of
potential customers for the subsequent monetization of traffic.

It seems that the above circumstances and trends make public search engines an
increasingly inadequate tool for extracting knowledge in the WWW for educational
purposes. The context-sensitive search is based on a simple idea: to create such an
intermediary (software agent) between the knowledge engineer and public search
engines, which helps to systematize search results in accordance with his profes-
sional needs, by effectively filtering inappropriate content and information garbage.
The goal is to involve the power of the modern search engines in the maximum
level, including built-in query languages and other search controls.

When the “Context-sensitive search” software agent is working, the global
document search, as well as the search for specialized web resources, is initially
performed by the regular search engines (Google Ajax Search, Yandex, Yahoo,
and Mail.ru), the interaction with which occurs asynchronously via the dynamic
pool of the proxy servers, each of which is hosted on the Google Cloud Platform.
The results of the work of the regular search engines are a kind of “raw material”
for further processing. Specially designed proxy servers on the cloud platform
parse these results and generate the feeds, which are then sent to the client
computer, where from the feeds, snippets are formed. These snippets, which
contain metadata, before they appear on the monitor of the client computer,
undergo additional processing, screening, and sorting, as described below. In
particular, for each snippet, its relevance, persistence, and a number of other
indexes are calculated, which are further used to systematize and clustering search
results obtained.

5. Search context

The query language of some search engines may include the so-called “search
context.” It is about the use directly in the text of the search query of special
operators, which allow the user to specify the presence and relative location of
specific tokens in the documents found. In this paper, a “search context” is
understood slightly different way, namely, as a certain restricted on length text
that characterizes the domain that is currently of interest to the knowledge
engineer.

When setting the search context, the following data sources are available: tax-
onomies, thesauri, keywords, ontologies, textual files from the client computer, and
arbitrary resources from the WWW. Any combination of the above methods for
setting the search context is allowed. The resulting context is the union of the
selected options. The context defined in this way allows to select, sort, and organize
information that comes from the search engines through the proxy servers.

Figure 8 below shows the possible options for setting the search context.
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6. Relevance, pertinence, and metrics

For the purposes of this paper, the relevance of the snippet is the measure of the
similarity between the snippet and the search query text. Under the pertinence of
the snippet is meant the measure of the similarity between the snippet and search
context that was defined earlier. These and other measures are calculated by means
a fuzzy comparison of the corresponding texts. To quantify these measures, “Con-
text–sensitive search” software agent uses the Levenshtein metrics [9]. The algo-
rithm for calculating the relevance of the one particular snippet is as follows.

Each lexical unit (token) from the snippet is sequentially compared with each
token from the text of the search query. In the case of an exact match of tokens, the
relevance of a snippet is increased by number 3. If a complete match of the lexemes
requires the use of one of the Levenshtein operations (insertion, deletion, and
substitution of one symbol), then the relevance of a snippet is increased by number
2 and not 3 (2 = 3–1). Here, number 1 is the price of one Levenshtein operation. If a
complete match of the lexemes requires the use of two Levenshtein operations, then
the relevance of a snippet is increased by number 1 (1 = 3–2). Here, number 2 is the
price of the two Levenshtein operations. In the case that more than two Levenshtein
operations are required to match the lexemes, the relevance of the snippet does not
increase at all. It is possible to finetune the prices (weights) of Levenshtein opera-
tions of each kind, which initially (by default) are all equal to one.

The algorithm for calculating the snippet’s pertinence looks similar, with the
only difference that each token from the snippet is successively compared to each
token from the search context. As can be seen from the above description of the
algorithm, the process of calculating the relevance and pertinence of snippets is a
formal one, without analyzing the possible connections of individual tokens and
their environment. It is assumed that earlier such an analysis was implemented to
some extent during the initial search of documents and their full-text indexing in
databases of regular search engines.

Various options for sorting search results in the final output of the “Context-
sensitive search” software agent are allowed. The sorting by aspect named “domi-
nance index” deserves a special mention, which provides a joint account of the
values of many metrics that characterize the adequacy of the snippets. For example,

Figure 8.
Setting the context for the reconnaissance context-sensitive search: 1 – setting the context using a file from the
client computer; 2 – setting the context using an arbitrary site; 3 – widgets to show the established context.
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the dominance index, in addition to the relevance and pertinence of the snippets,
can also take into account the measure of the similarity between the snippet and the
keywords, categories, and properties of the educational portal in total. For the
practical calculation of the values of the dominance index, it seems reasonable to
use the formalism of Pareto dominance relation [10], since Pareto’s multicriteria
ranking does not presuppose an a priori knowledge of the relative importance of
aspects (for example, what is more important, relevance or pertinence?).

Let given the initial set of snippets, from which one should choose some
optimal subset, the choice should be made on the basis of certain ideas about the
adequacy of snippets (the principle of optimality). The selection task is a simple one,
if there is only a single aspect by which it is possible to compare any two snippets
and directly indicate which one is more adequate. The solution of the simple selec-
tion problems is obvious. In real situations, it is not possible to single out any one
aspect. Moreover, it is often generally difficult to single out aspects. The selection
and ranking of aspects that are essential for subsequent selection, in turn, is the task
of choice. If some of the aspects are more important (priority) than other aspects,
this circumstance should be taken into account in the mathematical model of choice.

The selection task is the algebra <Ω, O> where Ω is a set of alternatives (in our
case, a set of snippets) and O is the optimality principle. The task makes sense if the
set of alternatives is known. Usually, the principle of optimality is unknown.

For further discussion, suppose that each snippet x∈Ω is characterized by a
finite set of aspects x ¼ x1, x2, … , xm

� �
. Let Α ¼ 1, … ,mf g be the set of aspect

numbers to consider when choosing; Αf g is the set of all subsets Α.
It can be assumed that choosing between any two snippets x and ywith only one

of any aspect taken into account is a simple task. If this is not the case, the
corresponding aspect can be decomposed and presented as a group of simpler
aspects. For each pair of snippets x, yð Þ, we define a family of functions α j x, yð Þ as
follows:

α j x, yð Þ ¼ 1, if x exceed y in aspect j

0, if y exceed x in aspect j

( )
where j∈Α; x, y∈Ω; (1)

If x and y are equal or not comparable in some aspect with the number j, then for
such number j, the function α j x, yð Þ is not defined. Let us form a set J of numbers of
such aspects that x and y differ in these aspects

J ¼ j : j∈Α; α j x, yð Þ is defined
� �

, J ∈ Αf g; (2)

Next, we construct a metric that takes into account the number of aspects by
which a particular snippet is inferior to all other snippets. Let there be two snippets
x, y∈Ω. Denote

d y, xð Þ ¼
X
j∈ J

α j y, xð Þ (3)

the number of aspects in which y is better than x. Then, the value

DΩ xð Þ ¼ max d
y∈Ω

y, xð Þ (4)

is called the dominance index of x when presenting the Ω set. This value
characterizes the number of aspects of the snippet x that are not the best in
comparison with all other snippets available in the Ω set.
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6. Relevance, pertinence, and metrics
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similarity between the snippet and the search query text. Under the pertinence of
the snippet is meant the measure of the similarity between the snippet and search
context that was defined earlier. These and other measures are calculated by means
a fuzzy comparison of the corresponding texts. To quantify these measures, “Con-
text–sensitive search” software agent uses the Levenshtein metrics [9]. The algo-
rithm for calculating the relevance of the one particular snippet is as follows.

Each lexical unit (token) from the snippet is sequentially compared with each
token from the text of the search query. In the case of an exact match of tokens, the
relevance of a snippet is increased by number 3. If a complete match of the lexemes
requires the use of one of the Levenshtein operations (insertion, deletion, and
substitution of one symbol), then the relevance of a snippet is increased by number
2 and not 3 (2 = 3–1). Here, number 1 is the price of one Levenshtein operation. If a
complete match of the lexemes requires the use of two Levenshtein operations, then
the relevance of a snippet is increased by number 1 (1 = 3–2). Here, number 2 is the
price of the two Levenshtein operations. In the case that more than two Levenshtein
operations are required to match the lexemes, the relevance of the snippet does not
increase at all. It is possible to finetune the prices (weights) of Levenshtein opera-
tions of each kind, which initially (by default) are all equal to one.

The algorithm for calculating the snippet’s pertinence looks similar, with the
only difference that each token from the snippet is successively compared to each
token from the search context. As can be seen from the above description of the
algorithm, the process of calculating the relevance and pertinence of snippets is a
formal one, without analyzing the possible connections of individual tokens and
their environment. It is assumed that earlier such an analysis was implemented to
some extent during the initial search of documents and their full-text indexing in
databases of regular search engines.

Various options for sorting search results in the final output of the “Context-
sensitive search” software agent are allowed. The sorting by aspect named “domi-
nance index” deserves a special mention, which provides a joint account of the
values of many metrics that characterize the adequacy of the snippets. For example,

Figure 8.
Setting the context for the reconnaissance context-sensitive search: 1 – setting the context using a file from the
client computer; 2 – setting the context using an arbitrary site; 3 – widgets to show the established context.
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Let us define the function CD Ωð Þ for selecting the best snippets as follows:

CD Ωð Þ ¼ x∈Ω : DΩ xð Þ ¼ min
z∈Ω

DΩ zð Þ
� �

(5)

Here, the value DΩ ¼ min x∈Ω DΩ xð Þ is called the index of dominance of the
whole Ω set. Snippets with a minimum value of the dominance index form the
Pareto set. The Pareto set includes snippets that are the best with respect to all the
considered aspects, including relevance and pertinence.

In the project [4], an intuitively more acceptable value is used as the index of
dominance, equal to the difference between the number of aspects taken into
account and the dominance index determined by the formula (Eq. (4)). Groups of
snippets with the same value of the dominance index form clusters, which in the
final output of the “Context–sensitive search” software agent are arranged in
descending order of this index.

As an illustration of the previous computations in the next section Figure 9
shows a variant of sorting snippets by dominance index. Snippets are sorted in
descending order of the dominance index value when six metrics are taken into
account, including snippets relevance and pertinence. When snippets are ordered
by the value of the dominance index, within groups of elements with the same value
of the dominance index (that is, within a cluster), the snippets are ordered by each
of the metrics taken into account in the calculations. Other ways to organize and
systematize the content found are available for any combination of metrics that
characterize the adequacy of the snippets.

Figure 9.
Selecting network resources for semantic annotation: 1 – workspace for entering and editing network addresses
(URLs) to be annotated; 2 – setting options and loading results of the context-sensitive search; 3 – the most
relevant results of the context-sensitive search.
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7. Knowledge graphs enrichment: semantic annotation

The database world is a place that is controlled by computers. Supercomputers
have amazing computing capabilities, but they can be a struggle when it comes to
acquiring new knowledge and experience or putting knowledge into practice. While
it is easy for a human to decide whether two or more things are related based on
cognitive associations, a computer often fails to do it. Unlike traditional lexical
search where search engines look for literal matches of the query words and their
variants, semantic annotation tries to interpret natural language close to how people
do it. During semantic annotation, all references to cases related to entities in the
ontology are recognized. Semantic annotation is the glue that ties ontologies into
document spaces, via metadata.

The working panel for implementing the semantic annotation process is shown
in Figure 9 below. At the top of this panel is a workspace for entering and editing
network resource addresses (URLs) to be annotated. The data in this workspace can
be entered from any source, including manually. However, a more technologically
advanced approach is to first find on the WWW those network resources that are
most adequate to a given domain using the “Context–sensitive search” software
agent. The found adequate content can then be easily loaded using the “Download
resources” button and included in the list for annotation with a single mouse click.

The settings panel for the semantic annotation process is shown in Figure 10
below. For annotation, you can select any of the knowledge graphs that are
presented in the semantic repository, as well as any combination of them. To
calculate measures of similarity between the annotated resource and entities from
knowledge graphs, both text analysis methods and neural networks that are trained
on existing knowledge graphs can be used.

Figure 10.
Setting the options for the semantic annotation process: 1 – selecting and visualizing the knowledge graphs used;
2 – selecting of the technology and setting semantic annotation parameters.
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It is possible to annotate network resources using classes (concepts) of the
corresponding ontology (TBox – terminological components), using objects (indi-
viduals) of knowledge graphs (ABox – assertion components), or using both.

The depth of the carried out semantic analysis can be limited by considering
only textual metadata inherent in network resources and entities in knowledge
graphs. Full-text semantic analysis can be very expensive and, in many ways,
redundant. Improving the accuracy of annotation in full-text analysis often does not
justify the increased consumption of computing resources and time.

The number of displaying entities from knowledge graphs can be limited by the
user. At the top of the output of the “Semantic annotation” software agent, the
entities that are most adequate to the annotated resource appear. All the results of
the work can be saved in files on the user’s computer for later study.

As an example of using the “Semantic annotation” software agent, Figure 11
below shows the results of the semantic annotation of one network resource. It can
be seen that semantic annotations from five different knowledge graphs were
discovered. With one click, the user can open the RDF browser and visualize the
found annotations in any of the knowledge graphs, as well as anyone can see the
surroundings of the entities found, for example, their classes and neighboring
objects. This information is essential for a knowledge engineer who is engaged in
knowledge graph refinement and enrichment.

8. Related work and conclusion

Groups of scientists from the University of Manchester, Stanford University,
University of Bari and a number of other universities are focused on the issues of

Figure 11.
Displaying semantic annotation results: 1 – addresses of the annotated network resources (URLs); 2 – setting
options and starting the semantic annotation process; 3 – network resource for which semantic annotation is
performed; 4 – knowledge graphs and entities corresponding to the annotated network resource.
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theory development and technology’s implementation for semantic web, descrip-
tion logics and incarnations of the ontologies description language OWL. A recent
qualified review [11] gives a fairly complete picture of the progress made in this
area and the directions for further research.

Special mention should be made on the project [12], where for the first time an
attempt was made to put into practice the methods of inductive reasoning for the
purpose of semantic annotation of content from the WWW. As for the issues of
visualization linked data [13], here, one of the first successful projects was Lodlive
[14], which provided a tool for easier surfing through the DBpedia knowledge
database. It is important to continue to develop and improve tools for intuitive
perception of linked data for non-professionals. VOWL [15] is one of the modern
project for the user-oriented representation of ontologies; it proposes the visual
language, which is based on a set of graphical primitives and an abstract color
scheme. As noted in [3], LinkDaViz [16] proposes a web-based implementation of
workflow that guides users through the process of creating visualizations by auto-
matically categorizing and binding data to visualization parameters. The approach
is based on a heuristic analysis of the structure of the input data and a visualization
model facilitating the binding between data and visualization options. SynopsViz
[17] is a tool for scalable multilevel charting and visual exploration of very large
RDF & Linked Data datasets. The adopted hierarchical model provides effective
information abstraction and summarization. Also, it allows to efficiently perform
the statistic computations, using aggregations over the hierarchy levels.

In contrast to the above solutions, the project [4] is mainly focused on the
implementation in educational activities of universities and is not limited to visual-
ization of knowledge graphs and interactive navigation, but is aimed at the intro-
duction of the latest semantic web technologies to the training process, taking into
account the achievements in the field of uncertain reasoning. The results obtained
and the software created are used in the real educational process at National
Research Nuclear University MEPhI, and the project, as a whole, is focused on the
practical mastering of semantic web technologies by students and professors.
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